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1. Introduction

We consider a discrete random walk on Z, defined by
So=0 and Sn:ZXZ', n >0,
=1

where (X;);>1 is an independent identically distributed (ii.d.) sequence of random variables. We
define two hitting times v4 and v_,

vy = inf{k > 0/5; > 0}, v_ =inf{k > 0/5; < 0},
with the convention inf(})) = +oc.
We also define M and L two variables indicating respectively the maximum of the random walk
and the hit moments at which it is attained

M = sup{S.}, L =inf{S,=M}.
n>0 n>0

This talk presents the classical probabilistic methods to derive the join distributions of (v4,5,,),
(v—,S5,_) and (M, L).

Applications of these results have been found in biology [3, 4] or in queueing theory [2]. For
more details on this subject, see [1, 5].

Ficure 1. Random walks (5y),>0 and (S,4,_)n>0 (in dotted line)
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2. Distribution of (v4,5,,) and (v_,5,_)

The distributions of the pairs (v4,5,,) and (v_,5,_) will be expressed through their generating
functions, i.e., E(u** 2%+ ) and E(u”-z%-).
We consider three variables

1
U, (u,z2)= on ul <1,z < 1},
W02 = T {ul < L] < 1)
1
U _(u,2)= on u| < 1,|z| > 1},
(442) = T w5 {lul < L] > 1)
U(u,z)= EE(U”ZS") on {Jul < 1,|z| = 1}.

n>0
The main result, the factorization of Wiener-Hopf described in the following proposition, gives an

analytic characterization of ¥, and ¥_.

Proposition 1. ¥ can be uniquely decomposed on {|z| = 1} as:
W(uv Z) = \II_}_(U, Z)\IJ_(U, Z)a
where ¥, and V_ have the following properties:
— W, is analylic on {|z| < 1};
— VU, and 1/¥, are continuous and bounded on {|z| < 1};
— \IJ_|_(U,O) = 1;
and
— W_ is analylic on {|z| > 1};
— V_ and 1/¥Y_ are continuous and bounded on {|z| > 1}.
Proof. The proof is based on the following arguments:
— The function ¥ can be expressed with the distribution of X, the sequence (Xi)nZI is inde-
pendent identically distributed, then E(Z5) = E(ZZi=1 %) = E(ZX1)", thus

n n 1
w2 = S B = ey
n>0

— (Sn)n>0 and (Sy4u_)n>0 have same distribution, (Sy,4,_)n>0 is the random walk beginning at
the time v~

— The independence between the pair (v_, S5, ) and the sequence (S,4+,_)n>0;

— the same properties are also valid for (554, )n>o0- -

3. Examples

The factorization is easy when W has a finite number of poles and zeros. We consider two such
examples.

3.1. Random walk + 1. We suppose X; = 1 with probability p and X; = —1 with probability
(1 —p). In that case,

z
—upz? +z —u(l —p)

V(u,z) =



¥ has only two poles

1— /T —4u?p(1 - p) 14 /1 —4u?p(1 - p)

a1(u) = 2up ’ az(u) = 2up ’
with 0 <ay(u) <1< az(u).
The decomposition gives:
Oiz(u) z
U, (u,z)= ——— and V_(u,z)= .
+(u,2) az(u)— z (. 2) az(u)up(z — ai(u))

Here, we obtain the generating functions:

z u(l —
E(u+z5%4+) = PEE E(u-z%-) = (1 — ag(u)up) + ( p, r)
3.2. Random walk left bounded. We suppose Pr(X; < —1) = 0.
1 z
U(u,z) = =

1—uE(zX)  z-uBE(zX+)

In that case, the factorization is easy because by Rouché’s theorem the function z — z — uE(zX‘H)
has one only root which belongs to {|z| < 1}, which we denote by a(u). One proves that a(u) € [0, 1]
and the decomposition of ¥ is the following:

z—oa(u) uPr(X =-1) z a(u)
z —uk(zX+1) a(u) ’

and the generating functions are:

Vy(u,2) =

BE(u-25%-)=1- uPr(i :) -1) N uPr(XZ: _1)7
2z —uB(2X !

4. Distribution of the Maximum and its first Hitting time (M, L)

The distribution of the pair (M, L) is expressed through its generating function E(z"z™).

Proposition 2.
E( L M) - lim \IJ_|_(ua: Z)
Proof. We define the variables M,, and L,, as

M, = max S, L, = illf{k‘/sk = an},
0<k<n

and the function H on {|u| < 1 |$| <1,]z| < 1} as
(u,z, 2) Zu” Ln 4
n>0
Using the same arguments as in proposition 1, it can be proved that:
\II+(u;L‘7 Z)

H(u,z,z)= V(w1 =)’




We conclude applying

liml(l—u)H(u,x,z)— hm 1—u)b Zu” Ln yMny = hI_{l E(ztnMny = B(al2M).

For the case of the random walk of subsection 3.1, it gives for p < %

E(.ZLZM) — Oég(u) 1_2])7
az(u)—z 1—p

then
Pr(L < +o0, M < +0) =1,

and the distribution of M is geometric with parameter %, for p > 5:

E(zt2My =0 and Pr(L=M = +o0
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