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Abstract

We present a few enumeration problems that arise in computational biology. We point out on several examples how symbolic enumeration methods allow for simplifying and extending previous results. We also present some asymptotics.

1. Secondary Structures

As a first example, we enumerate here combinatorial structures associated to RNA sequences, e.g., secondary structures, hairpins, cloverleaves, ...). This study has been started in [11, 13, 8, 4, 12] with inductions on the size of the RNA sequences. We show here that symbolic enumeration methods allow to find directly equations on generating functions and extend previous results. More precisely, these inductions may deeply depend on the values of the parameters involved such as the minimal size $h$ of the helices, the minimal size $b$ of the loops, ... Due to the number of initial conditions, the recurrence relations may become very intricate. We avoid this unnecessary step.

A secondary structure is a set of *helices*, i.e., paired subsequences of the same size. Two paired subsequences are separated by an embedded secondary structure or by a non-paired subsequence, called a *loop*. Secondary structures satisfy three additional conditions. First, the helices must have a minimal size, $h$. Second, the loops must have a minimal size, $b$. Third, two helices cannot overlap.

We now count the number of different secondary structures that may be built on the RNA sequences of a given size:

**Theorem 1.** Let $S_n^{[h,b]}$ be the set of RNA secondary structures of size $n$, where the minimal helix size and loop size are $h$ and $b$. The generating function $S^{[h,b]}(z)$ satisfies the second degree equation:

\[
(S^{[h,b]})^2(z)z^{2h} + S^{[h,b]}(z)[(z - 1)(1 - z^2 + z^{2h}) - z^{2h} \frac{1 - z^b}{1 - z}] + 1 - z^2 + z^{2h} = 0.
\]

We consider the external helices, and get $S^{[h,b]}$ from the following decomposition:
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this scheme, we assume there exist \( k \) external helices of sizes \( h'_1, \ldots, h'_k \). Two external helices are separated by non-paired positions, which is coded by language \( \mathcal{W} \). We get the set decomposition:

\[
\mathcal{S}^{[h,b]} = \mathcal{W} \times \bigcup_{k \geq 0} \mathcal{A}^{[b]} \times \mathcal{T}^{[h,b]} \times \mathcal{W}^k
\]

where \( \mathcal{A}^{[b]} \) is the set of couples of subsequences of the same size \( h' \geq h \). One can prove a simple relation between \( \mathcal{T}^{[h,b]} \) and \( \mathcal{S}^{[h,b]} \). Namely:

\[
\mathcal{S}^{[h,b]} = \mathcal{A}^{[b]} \times \mathcal{T}^{[h,b]} + \mathcal{T}^{[h,b]} + \mathcal{Y}^{[b]}
\]

where \( \mathcal{Y}^{[b]} \) counts sequences of length smaller than \( b \) (no structure is possible). I.e. \( \mathcal{Y}^{[b]}(z) = \sum_{i=0}^{b-1} z^i \). We plug (3) into (2) and, applying translation rules, we get (1) after simplification.

**Remark.** For \( h = 1 \) and \( b = 1 \), we get the equation in [10].

The next theorem directly follows from Darboux’s theorem and equation (1).

**Theorem 2.** When \( n \longrightarrow \infty \),

\[
S_n^{[h,b]} \sim \frac{1}{4 \sqrt{\pi} n^{3h}} \left( \rho \Delta \right)^{1/2} \cdot \rho^{-n/2h}
\]

where \( \rho \) is the smallest positive root of the discriminant \( \Delta_{h,b}(z) \) of (1).

**Remark.** The location of the roots is discussed in [9]. Notably, it is proven that \( 1/\rho_{h,b} \) decreases when \( h \) and \( b \) increase and that, for any \( h \) and \( b \), \( \Delta_{h,b}(z) \) has one root \( \rho_{h,b} \) in \( [0,1] \) and that \( \Delta_{h,b}(z) \) has one root in \( [0,1/2] \). It follows that \( S_n^{[h,b]} \) grows exponentially and that \( S_n^{[1,b]} \geq 2^n \). Numerical values of \( \rho \) have been computed using Maple.

One also derives functional equations satisfied by the generating functions of specific structures: the so-called hairpins and cloverleaves. Asymptotics follow similarly.

## 2. Counting alignments

### 2.1. Language decomposition

**Definition 1.** An alignment of \( k \) sequences of size \((n_i)_{i=1,k}\) is a sequence of \( k \)-tuples

\[
(\alpha_1^{[j]}, \ldots, \alpha_i^{[j]}, \ldots, \alpha_k^{[j]})
\]

such that:

- each subsequence \( (\alpha_i^{[j]}) \) is increasing from 0 to \( n_i \);
- two successive \( k \)-tuples are not equal.

An aligned position is an integer \( j \) such that

\[
\alpha_i^{[j]} = \alpha_i^{[j-1]} + 1, \quad i = 1, \ldots, k.
\]

A \( b \)-block is a subsequence of aligned positions of length at least \( b \).

The number of \( k \)-alignments is counted in [2]. A first generalization is proposed by [3], for \( k = 2 \). Blocks of size below some threshold \( b \) are considered as non-significant, and one eliminates all alignments containing such small blocks. Nevertheless, the authors still count separately non-aligned letters. E.g. \( C_G \neq C_G \). We extend this counting for any \( k \geq 2 \).

A second generalization is proposed in [11] for \( k = 2 \) and \( b = 1 \). One identifies \( C_G \) and \( C_G \). We extend it for matching blocks of size \( b \) greater than \( 1 \). The motivation is the following. In [3], one considers only matching blocks of size at least \( b \) as significant. It follows that the difference
between $\frac{C_j}{G_j}$ and $\frac{C_i}{G_i}$ should be considered as non significant. Hence, in this section, we identify all alignments that differ by a set of positions without a $b$ matching block. When $b = 1$ and $k = 2$, this is the generalization described in [11].

**Theorem 3.** Let $f(n_1, \ldots, n_k)$ be the number of alignments between $k$ sequences of lengths $n_1, \ldots, n_k$. The associated multivariate generating function is, in the ordered case:

\[
\phi(z_1, \ldots, z_k) = \frac{1 - t + t^b}{1 - s(1 - t + t^b) - t}
\]

where $t = \prod_{i=1}^k z_i$ and $s = \sum_{i=1}^k z_i$. The bivariate generating function is, in the ordered case:

\[
\phi(z_1, \ldots, z_k) = (1 - t + t^b) \frac{1}{1 - (p - 1)(1 - t + t^b) - t}
\]

where $p = \prod_{i=1}^k (1 - z_i)$.

When $b = 1$ and $k = 2$, this simplifies into $\phi(z_1, z_2) = 1/[1 - (z_1 + z_2)]$. It follows that $g_1(n, m) = \binom{n_1 + m}{n}/n^n$ which is the result proved in [3] by a combinatorial approach.

The proof relies on the derivation of a coding language for sequences $f(n_1, \ldots, n_k)$. For example, one proves, for $b = 1$, that $L_1 = [\prod_{i=1}^k (1 + Z_i) - 1]^n$ [2]. Let us build an alignment from left to right. In each position, one may choose, for each sequence, either to align one character or to introduce a gap. This contributes either by $Z_i$ or by 1, and we get, for independent choices, $\prod_{i=1}^k (1 + Z_i)$. The only choice to be excluded is the choice of a gap in all sequences, which is associated to $1^k = 1$. Hence, we get Equation (5). It is worth noticing this is a bivariate function of $s$ and $t$.

### 2.2. Asymptotics

A possible, and usual, assumption is that aligned sequences have the same size. Hence, one is interested in

\[ f(n) = [z_1^n \cdots z_k^n] \phi(z_1, \ldots, z_k). \]

The generating function $\sum_n f(n) z^n$ is called the diagonal of the generating function $\phi(z_1, \ldots, z_k)$. One can find general results on diagonals in [1, 5]. We provide here a simplified scheme of the approach in the particular case of the alignment of two sequences. We prove:

**Theorem 4.** Let us define:

\[
\Delta_1(t) = (1 - t)^2 - 4t(1 - t + t^b)
\]

\[
\Delta_2(t) = (1 - t^2 + t^{b+1}) - 4t(1 - t + t^b).
\]

We have $f(n) \sim an^{-1/2}p^{-n}$ where $p$ is the (positive) root of smallest modulus of $\Delta_1(t)$ (respectively $\Delta_2(t)$) in the non-ordered (respectively ordered) case.

**Proof.** When $k = 2$, $s$ and $p$ depend only on two variables, $t$ and $z_1$. Namely, one has: $s = (z_1 + t/z_1)$ and $p = 1 + t + z_1 + t/z_1$. In both cases, one has:

\[ F(t) = \sum_n f(n) t^n = [z_1^n] f(z_1, t/z_1). \]

Applying the Cauchy formula, we get:

\[ F(t) = \frac{1}{2i\pi} \int_{\Gamma} \frac{f(z_1, t/z_1)}{z_1} \, dz_1 = \frac{1}{2i\pi} \int_{\Gamma} \frac{\psi(t)}{P(t, z_1)} \, dz_1 \]

where $P(t, x)$ is a polynomial in $t$ and $x$ of degree 2 with respect to the second variable $x$. One proves that the discriminant of $P(t, x)$ with respect to $x$ is $\Delta_1(t)$ (respectively $\Delta_2(t)$) in the non-ordered (respectively ordered) case. We first compute the integral. Then, applying Darboux’s
theorem, we get that $f(n)/\rho^n$ has a polynomial growth, where $\rho$ is the smallest positive root of $\delta_1(t)$ (respectively $\Delta_2(t)$). Darboux’s theorem also provides the dominating term of $f(n)/\rho^n$. We refer the reader to [11] where this term is explicitly given for the non-ordered case. \qed

3. Miscellaneous problems

Many other parameters of interest to biologists can be studied through a generating function approach. One can cite the longest runs [11] or filtration methods such as the statistical distance [6]. This talk presented new results for the statistical distance in a non-uniform probability model. Finally, statistics for the number of occurrences of a given set of words is also of great interest. We presented a generating function approach [7]. We proved the limiting distribution is asymptotically normal and provided formulae to compute the moments or the probability of occurrences in the finite range, for Bernoulli and Markov models.
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