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1. Classical and randomized binary search trees

The usual model to analyze the performance of a binary search tree (BST) built on \( n \) keys assumes that all possible permutations are equally likely. This ensures that balanced trees have a “large” probability of appearing (a recent paper by Fill [3] gives a mathematical justification of this easy-to-understand fact), and that degenerate trees have a low probability; as a result it is well known that the search, insert or delete operations have expected time proportional to \( \log n \). But the assumption that the entries are inserted in random order does not always hold; moreover it is known that, under a specific sequence of insertions and deletions, the resulting tree is no longer random. Hence degeneracy of a BST is a real issue. Martínez and Roura propose here randomized versions of the insertion and deletion operations that ensure that, whatever the sequence of operations and the order of insertions and deletions of keys, the resulting binary search tree has the same probability as if it had been built on the random permutation model. As a consequence, the expected cost of operations on a randomized BST is guaranteed to be of order \( O(\log n) \). Their work was first presented in [6]; a detailed version appears in [7].

1.1. Randomized insertion. The main idea is to use the split operation: This operation creates two BST’s from a BST and a key, and can be used if one wishes to insert a key at the root of a BST. This algorithm is presented for example in [4, pp. 202–204]; it works by building two new BST’s \( \mathcal{L} \) and \( \mathcal{R} \) from a key \( X \) and a given BST \( \mathcal{A} \), which is destroyed by the operation: The first BST \( \mathcal{L} \) contains the keys of \( \mathcal{A} \) that are smaller than or equal to \( X \), and the second BST \( \mathcal{R} \) contains the keys of \( \mathcal{A} \) that are larger than \( X \). Then we insert \( X \) into a new node, whose left and right sons are \( \mathcal{L} \) and \( \mathcal{R} \). An example is given in Figure 1.

The randomized insertion works as follows

To insert a key \( X \) into a BST with \( n - 1 \) keys, we use the insertion at root algorithm with probability \( 1/n \), and with probability \( 1 - 1/n \) we insert the key recursively into the right or left subtree, according to the respective values of the key and the root.

The recursive insertion in a subtree is itself the randomized version; as a consequence, an insertion can happen at any place in the path from the root to the leaf where the key would be inserted if standard insertion were used.

1.2. Randomized deletion. As in the “classical” case without randomization, the deletion first searches for the key \( X \) to be deleted; the difference appears when deleting the key at the root of a tree. The deletion of the root is done here by the join algorithm of Martínez and Roura, which can be summarized as follows:
The two resulting BSTs

![Diagram of two BSTs split by 26, resulting in two separate BSTs: one with keys 10, 15, 25, 30, and another with keys 5, 14, 18, 28, 33.]

The resulting BST after inserting 26 at root

![Diagram of a single BST after inserting 26 at the root, resulting in a split of the tree into two parts.]

**Figure 1.**

- If either the left or right subtree of $X$ is empty, just send back the other subtree.
- Otherwise, let $\mathcal{L}$ and $\mathcal{R}$ be the left and right subtrees, of respective sizes $m$ and $n$. Assume that $\mathcal{L} = (a, L_l, L_r)$ and $\mathcal{R} = (b, R_l, R_r)$. Then, with probability $m/(m + n)$, return the BST $(a, L_l, join(L_r, \mathcal{R}))$, and return the BST $(b, join(\mathcal{L}, R_l), R_r)$ with probability $n/(m + n)$.

An example is given in Figure 2.

### 2. Performance analysis

For this analysis, we need to make precise the notion of random BST:

A BST on $n$ keys is random if either it is empty ($n = 0$), or the probability that a given key is at the root is $1/n$, and the left and right subtrees are random.

This is exactly the BST built under the usual permutation model. The main point in the analysis of randomized BST is to show that insertions or deletions always yield a random BST if applied to a random BST, whatever the key to be inserted or deleted. Once this is done, results on random BST's apply: the average cost of an operation on a randomized BST is $O(\log n)$, for any sequence of operations on the tree.

### 3. Storage requirements

The randomized insertion and deletion both require storing in each node of the BST the size of the subtree rooted at this node, hence a memory requirement of order $n$. As a consequence of storing the number of nodes, randomized BST can also be used for ranking algorithms.
Each of the algorithms has an iterative version that uses only a constant number of auxiliary variables (no stack). The top-down implementation of the deletion algorithm requires that the size of each subtree be modified when the root is traversed; this can lead to problems if we try to delete a key that is not present in the tree. To avoid this, Martínez and Roura introduce an alternative scheme where each node stores the size of one of its subtrees (any of them) and an “orientation” bit that indicates the subtree whose size is kept; they also keep a single global variable with the total number of keys in the tree.

4. Conclusion

This elegant work solves the problem of degeneracy in BST, although the worst-case performance is still linear. Compared to balanced trees, algorithms for randomized BST are notably simpler; their performance can be compared with the behaviour of skip lists ([8], see also for example [2, 5] for the analysis of their performances).

The structure most closely related to randomized BST may well be the treap of Aragon and Seidel [1]: a BST is augmented with a priority for each key, in such a way that the tree is a search tree for keys, and a heap for priorities (a node has a larger priority than its sons). When priorities are chosen randomly, it is easy to see that an insertion, for example, can happen at any place on the path from the root to the leaf that would receive the new key in a BST with standard insertion at leaves. A main difference with the present work is that, while the randomness is related to the tree itself in the work of Martínez and Roura, in treaps it comes from the randomly chosen priority, which may appear less natural.
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