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The talk is in two parts: first a presentation of Abramov’s algorithm for linear differential equations, next a generalisation to differential systems.

The aim of Abramov’s algorithm [3] is to find all rational solutions of a linear differential equation with polynomial coefficients, that is an equation of the form

$$a_n(x) y^{(n)}(x) + \cdots + a_1(x) y'(x) + a_0(x) y(x) = b(x),$$

where $a_n(x), \ldots, a_0(x), b(x)$ are polynomials. The first step of the algorithm is to bound the denominator $g(x)$ of a possible solution $f(x)/g(x)$. By a bound, we mean a polynomial $q(x)$ such that $g(x)$ divides $q(x)$. The coefficients of the polynomials $a_k(x)$ lie in a number field $K$. The key argument uses the splitting field $K$ of the polynomial $a_n(x)$. If $\xi$ is a root of $a_n(x)$ and the coefficients read

$$a_k(x) = (x - \xi)^{\beta_k} h_k(x), \quad h_k(\xi) \neq 0, \quad k = 0, \ldots, n,$$

a rational solution $y(x)$, which necessarily belongs to $K(x)$, may be written

$$y(x) = (x - \xi)^r z(x)$$

where $\xi$ is neither a zero nor a pole of $z(x)$. The term $a_k(x) y^{(k)}(x)$ of (1) behaves like

$$r(r-1) \cdots (r-k+1) \frac{a_k^{(\beta_k)}}{\beta_k!} (x - \xi)^{r+\beta_k-k}$$

near $\xi$. But the right-hand side of (1) is a polynomial, hence the exponent $r$ is larger or equal to the minimal integer root $-\rho$ of the indicial equation $E_\xi(r)$; this equation is the coefficient of the lowest power of $x - \xi$ in

$$\sum_{k=0}^{n} r(r-1) \cdots (r-k+1) \frac{a_k^{(\beta_k)}}{\beta_k!} (x - \xi)^{\beta_k-k}.$$ 

This crude description does not give an efficient way to obtain a bound of the denominator $g(x)$. Indeed it is possible to avoid any use of $K(x)$ by greatest common divisor techniques. Essentially the previous argumentation is applied to each irreducible factor $f(x)$ of $a_n(x)$ in place of each $x - \xi$ to give an indicial equation $E_f(r) = 0$. As a result, a bound $q(x)$ for the denominator is obtained.

Next $p(x)/q(x)$ substitutes for $y(x)$ into (1) and the polynomial $p(x)$ is to be determined. This is the second step of the algorithm. The degree of $p(x)$ is the order of $\infty$ as a pole of a solution, and the technique of the first step provides a bound $N$ for the degree of a polynomial solution. At this point it is possible to proceed by brute force collection of like powers of $x$, but the bound $N$ is not accurate.
It is more efficient to find the coefficient $p_N$ of $x^N$ in $p(x)$ and to write $p(x) = p_N x^N + p^*(x)$ with $p^*(x)$ a polynomial of degree at most $N - 1$. In this manner, the coefficients of $p(x)$ are obtained in turn. If there is no rational solution the process stops at some stage.

The classical approach for the search of rational solutions of linear differential systems consists in reducing them to the scalar case. This idea goes back to Birkhoff [5, 7]. The reduction uses the concept of cyclic vectors. Its major drawback is the growth of coefficients.

Barkatou [4] proposes a direct approach to the linear differential systems, which uses the same ideas as Abramov’s algorithm. The difference is the use of matrices instead of scalars, as exemplified in [6] or [8]. The differential system under consideration reads

\begin{equation}
    d(x) Y'(x) - A(x) Y(x) = B(x),
\end{equation}

where $A(x)$ is a square matrix and $B(x)$ is a vector, both with polynomial components. The coefficient $d(x)$ is a polynomial; for each irreducible factor $f(x)$ of $d(x)$ there is an indicial equation $E_f(r)$. Contrary to the scalar case, the indicial equation may reduce to $0 = 0$, but a convenient linear change of variables eliminates this problem. The indicial equation gives a bound for each irreducible factor of $d(x)$, and a bound for a common denominator of the components of $Y(x)$. It remains to determine a polynomial solution of linear differential system, as in the scalar case.
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