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Abstract

Complex analysis is a fruitful source of asymptotic estimates in enumerative combinatorics. This lecture starts with a symbolic method to encode counting sequences of combinatorial structures by complex functions. The residue theorem is then applied to extract from these functions the asymptotic behavior of the corresponding sequences.$^1$

A class of combinatorial structures often simply called a class) is a finite or countable set on which a size function is defined, the size of an element being a nonnegative integer. If $\mathcal{A}$ is a class, the size of an element $\alpha \in \mathcal{A}$ is denoted by $|\alpha|$, or $|\alpha|_{\mathcal{A}}$ in the few cases where the underlying class needs to be made explicit. Given a class $\mathcal{A}$ we consistently let $A_n$ be the set of elements in $\mathcal{A}$ that have size $n$ and use the same group of letters for the counts $A_n = \text{Card} A_n$. We further assume that the $A_n$ are all finite. The counting sequence of $\mathcal{A}$ is the sequence of integers $\{A_n\}_{n \geq 0}$. For instance, binary sequences are combinatorial structures that form a class $\mathcal{S}$ when the size of a word is defined to be its length. The corresponding counting sequence is then given by $S_n = 2^n$.

Average-case analysis of algorithms typically reduces to counting problems for combinatorial structures. Statistical physics is another field of application of counting sequences where the free energy of a system may be expressed as the logarithm of the number of accessible states which can be described by a combinatorial structure.

There are two main approaches to estimate the asymptotic behavior of the counting sequence of a class. The first one is to embed the combinatorial structure in a stochastic model where the randomly chosen element is representative of the elements of the class. This allows to eliminate rare pathological elements. Then the asymptotic behavior of the counting sequence is deduced from the behavior of the stochastic model. The second approach, which will be described here, is based on the decomposition of elements of the class into combination of elements of simpler classes and lower size. Counting sequences are encoded by formal generating functions that can have tractable compact representations as complex functions. A restriction to certain combinations, called admissible constructions, preserves these tractable representations since they directly translate into simple operators on the complex functions of the subclasses. The extraction of the counting sequence encoded by a complex function is sometimes difficult, but complex analysis can often be used to obtain the asymptotic behavior.

This summary presents in the first section a symbolic method to compute a function encoding the counting sequence of a class. The second section is dedicated to complex analysis. The aim is
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to give a method to extract the asymptotic behavior of a counting sequence encoded by a complex function. The final section illustrates these methods throughout two examples: clouds and Ω-trees.

1. A Symbolic Method for Enumerative Combinatorics

A counting sequence \( \{A_n\}_{n \geq 0} \) can be encoded by different types of formal power series: an ordinary generating function \( \sum_{n \geq 0} A_n z^n \), an exponential generating function \( \sum_{n \geq 0} \frac{A_n}{n!} z^n \), a Dirichlet series \( \sum_{n \geq 0} \frac{A_n}{n^s} \), \ldots The aim of these representations is to lead in some cases to a description of a counting sequence shorter than the sequence itself. For instance the class \( \mathcal{N} \) of natural integers, where the size of \( n \) is \( n \), is such that \( N_n = 1 \). Its ordinary generating function is \( \sum_{n \geq 0} z^n = \frac{1}{1-z} \), its exponential generating function is \( \sum_{n \geq 0} \frac{1}{n!} z^n = e^z \), its Dirichlet series \( \sum_{n \geq 0} \frac{\zeta(z)}{n^s} \).

Assume that \( \Phi \) is a binary construction that associates to two classes \( B \) and \( C \) a new class
\[
A = \Phi(B, C),
\]
in a finite way each \( A_n \) depends on finitely many of the \( B_n \) and \( C_n \). Then \( \Phi \) is an admissible construction if and only if the counting sequence \( \{A_n\} \) of \( A \) is a function of the counting sequences \( \{B_n\} \) and \( \{C_n\} \) of \( B \) and \( C \) only. In that case, this function may be translated into a simple operator relating formal power series representing \( \{A_n\}_{n \geq 0} \), \( \{B_n\}_{n \geq 0} \), and \( \{C_n\}_{n \geq 0} \). This section is devoted to some particular admissible constructions in the case of unlabeled and labeled combinatorial structures.

The goal is to define a language of elementary combinatorial constructions such that any expression of a class in this language can be translated straightforwardly into a function encoding the counting sequence of the class.

1.1. Unlabeled structures. The principle of this representation is that an element of size \( n \) is encoded by the monomial \( z^n \). Thus the class \( A \) is mapped to the ordinary generating function
\[
A(z) = \text{ogf } A(z) = \sum_{n \geq 0} \frac{A_n}{n!} z^n.
\]

An additional assumption on the sizes is made: if an element \( \alpha \) can be decomposed into a combination of elements \( \beta_1, \beta_2, \ldots, \beta_k \), then the size of \( \alpha \) is the sum of the sizes of the \( \beta_i \). Its translation as regards monomials is the usual product law:
\[
z^{[\alpha]} = z^{[\beta_1]} z^{[\beta_2]} \cdots z^{[\beta_k]}.
\]

Let us consider the class \( A \) defined as the Cartesian product of two given classes \( B \) and \( C \). Following the additional assumption, the size of the element \( \alpha = (\beta, \gamma) \) is \( |\beta| + |\gamma| \). Thus we have
\[
A(z) = \sum_{(\beta, \gamma) \in B \times C} z^{(\beta, \gamma)} = \sum_{\beta \in B} \sum_{\gamma \in C} z^{[\beta]} z^{[\gamma]} = \sum_{\beta \in B} z^{[\beta]} \sum_{\gamma \in C} z^{[\gamma]} = B(z) C(z).
\]

Here is the first example of an admissible construction which has a simple translation in terms of ordinary generating functions:
\[
\text{ogf } (B \times C)(z) = \text{ogf } B(z) \cdot \text{ogf } C(z).
\]

The union of two classes \( B \) and \( C \) is translated into the sum of the two ordinary generating functions in the case of a disjoint union. More generally,
\[
\text{ogf } (B \cup C)(z) = \sum_{\alpha \in B \cup C} z^{[\alpha]} = \sum_{\beta \in B} z^{[\beta]} + \sum_{\gamma \in C} z^{[\gamma]} - \sum_{\alpha \in B \cap C} z^{[\alpha]} = \text{ogf } B(z) + \text{ogf } C(z) - \text{ogf } B(z) C(z).
\]

The additional assumption on the sizes implies that the size of an element \( \alpha \) of \( B \cap C \) is well defined since \( |\alpha| = |\alpha|_{B \cup C} = |\alpha|_C \).
The class $\mathcal{A}$ of finite sequences of elements of the class $\mathcal{B}$ is denoted $\text{Seq } \mathcal{B}$). It is well defined if and only if the class $\mathcal{B}$ has no element of size zero, a restriction which prevents from getting an infinite number of sequences of size zero. Grouping sequences of the same length yields the relation

$$\text{Seq } \mathcal{B} = \{\epsilon\} \cup \mathcal{B} \cup \mathcal{B} \times \mathcal{B} \cup \mathcal{B} \times \mathcal{B} \times \mathcal{B} \cup \cdots,$$

where $\epsilon$ is an element of size zero which has essentially the same meaning as the empty word in the context of languages. Thus, using both previous constructions,

$$\text{ogf}(\text{Seq } \mathcal{B}) = 1 + \text{ogf } \mathcal{B} + \text{ogf } \mathcal{B}^2 + \text{ogf } \mathcal{B}^3 + \cdots = \sum_{k\geq 0} \text{ogf } \mathcal{B}^k = \frac{1}{1 - \text{ogf } \mathcal{B}}.$$

The class $\mathcal{A}$ of subsets of the class $\mathcal{B}$ is denoted $\text{Set } \mathcal{B})$. The class of directed cycles of the class $\mathcal{B}$ is denoted $\text{Cycle } \mathcal{B})$. Directed cycles are sequences defined up to cyclic permutations: two sequences $\alpha_1, \ldots, \alpha_k$ and $\beta_1, \ldots, \beta_k$ represent the same directed cycle if and only if there exists an integer $l$ such that for all $i$, $\alpha_i = \beta_{i+l \mod k}$. These two constructions admit almost reasonable translations mentioned at the end of this section.

1.2. Labeled structures. Many objects of classical combinatorics present themselves naturally as labeled structures whose “atom” (typically nodes in a graph or a tree) bear distinctive integer labels. For instance the cycle decomposition of a permutation represents the permutation as an unordered collection of cyclic graphs whose nodes are labeled by integers. More precisely, an element of size $n$ of a labeled structure can be decomposed in $n$ “atomic” elements of size 1 and these atoms are labeled by distinct elements of $\{1, \ldots, n\}$.

Operation on labeled structures are based on a special product, the labeled or partitional) product that distributes labels between components. This operation is a natural analogue of the Cartesian product for plain unlabeled structures. The labeled product in turn leads to labeled analogues of the sequence, set, and cycle constructions.

Let us define the labeled product $\mathcal{A} = \mathcal{B} \bowtie \mathcal{C}$ of two classes $\mathcal{B}$ and $\mathcal{C}$. The ordered pair $\beta, \gamma$, for $\beta \in \mathcal{B}$ and $\gamma \in \mathcal{C}$, is not a labeled structure since atoms of $\beta$, respectively $\gamma$, have labels in $\{1, \ldots, |\beta|\}$, respectively $\{1, \ldots, |\gamma|\}$, leading to atoms with common labels. A natural lift of these two labelings, is a labeling with labels in $\{1, \ldots, |\beta| + |\gamma|\}$ such that the order relation between labels of $\beta$, respectively $\gamma$, are preserved. These labeled structures are the elements of the labeled product. For instance, consider the class of chains which are total orderings of the elements of $\{1, \ldots, k\}$ for all integers $k$. The pair consisting of the two chains $2, 1$ and $1$ is not a labeled structure: $(2, 1, 1)$ has two atoms labeled $1$. On the other hand, three natural expansions lead to labeled structures: $(2, 1, 3)$, $(3, 1, 2)$, and $(3, 2, 1)$.

Any element of $\mathcal{A}$ has a unique decomposition into elements of $\mathcal{B} \times \mathcal{C}$. But conversely, the pair of an element of $\mathcal{B}$ of size $k$ and an element of $\mathcal{C}$ of size $l$, is the decomposition of as many elements as there are possibilities to label $\beta, \gamma$ by $\{1, \ldots, l + r\}$ in a way that preserves the labeling induced on $\beta$ and $\gamma$. So there are $\frac{(k+l)!}{k!} \frac{l!}{l!}$ such decompositions. As regards the counting sequence, an element of size $n$ of $\mathcal{A}$ decomposes into a pair of elements of size $k$ and $l$ such that $k + l = n$, so that

$$A_n = \sum_{k+l=n} \frac{n!}{k! l!} b_k c_l.$$

This equation can be rewritten as

$$\frac{A_n}{n!} = \sum_{k+l=n} \frac{b_k c_l}{k! l!}.$$
The use of exponential generating functions to encode the counting sequences is then natural because the previous equation characterizes the product of two such functions. So the counting sequence \( \{A_n\}_{n \geq 0} \) is represented by \( A(z) = \text{egf} A(z) = \sum_{n \geq 0} \frac{A_n}{n!} \), which was chosen such that
\[
\text{egf } B \circ A = \text{egf } B \cdot \text{egf } A.
\]

The same work as for unlabeled structures leads to the results summarized in Table 1.

### 2. Complex Asymptotic Analysis

Once a function encoding the counting sequence has been determined, it remains to extract the sequence from the function. The explicit expansion of the function is often too difficult. To avoid it, the crucial observation is that most of the generating functions that occur in combinatorial enumerations are also analytic functions: their expansions converge in a neighborhood of the origin and Cauchy's integral formula expresses Taylor coefficients of such analytic functions as contour integrals.

This section is dedicated to a short presentation of analytic functions, then to the determination of the exponential growth of the counting sequence, and finally to the subexponential factors.

#### 2.1. Residue Theorem

A function \( f(z) \) of the complex variable \( z \) is analytic at a point \( z = a \) if it is defined in a neighborhood of \( z = a \) and is given there by a convergent power series expansion
\[
f(z) = \sum_{n \geq 0} f_n (z - a)^n.
\]

The quotient of two analytic functions \( f(z)/g(z) \) gives the intuition of what is a meromorphic function. More precisely, \( h(z) \) is meromorphic at \( z = a \) if and only if in a neighborhood of \( z = a \) it is given by an expansion of the form
\[
h(z) = \sum_{n \geq -M} h_n (z - a)^n \quad \text{for } z \neq a.
\]

If \( M \geq 1 \) and \( h_{-M} \neq 0 \) then \( h(z) \) is said to have a pole of order \( M \) at \( z = a \). When \( h(z) \) has a pole of order \( M \geq 1 \) at \( z = a \), then the coefficient \( h_{-1} \) is called the residue of \( h(z) \) at \( z = a \) and it is designated by
\[
\text{Res}[h(z); z = a].
\]

The important residue theorem relates global properties of a meromorphic function (its integral along curves) to its local properties at designated points, the poles.
Theorem 1  Cauchy’s residue theorem. Let $\Gamma$ be a simple closed curve oriented positively and situated inside a simply connected region $D$ (like a disk), and assume $g(z)$ to be meromorphic in $D$ and analytic on $\Gamma$. Then
\[
\frac{1}{2i\pi} \int_{\Gamma} g(z) \, dz = \sum_s \text{Res}[g(z); z = s],
\]
where the sum is extended to all poles of $g(z)$ enclosed in $\Gamma$.

A direct application of the residue theorem concerns coefficients of analytic functions.

Theorem 2  Cauchy’s coefficient formula. Let $f(z)$ be analytic in a simply connected region $D$ and let $\Gamma$ be a closed curve oriented positively and located inside $D$ that simply encircles the origin. Then the coefficient $[z^n] f(z)$ admits the integral representation
\[
f_n \equiv [z^n] f(z) = \frac{1}{2i\pi} \int_{\Gamma} f(z) \frac{dz}{z^{n+1}}.
\]

2.2. Singularities and exponential rate. Most of the counting sequences encoded by functions have an asymptotic behavior that can be described by $A_n \sim G^n \theta(n)$ where $\theta(n)$ is a subexponential function: the real number $G = \limsup_{n \to +\infty} |f_n|^{1/n}$ is called the exponential rate of growth of the counting sequence.

This parameter has a straightforward interpretation as regards the function which encodes the counting sequence. A singularity of such a function can be informally defined as a point where the function ceases to be analytic. Singularities of smallest modulus of a function analytic at 0 are called dominant singularities. The exponential rate of growth is linked to the modulus of dominant singularities by the following theorem.

Theorem 3  Exponential growth formula. If $f(z)$ is analytic at 0 and $R$ is the modulus of a singularity of $f(z)$ nearest to the origin, then the exponential rate of growth of the coefficients $[z^n] f(z)$ is $1/R$.

Proof. Cauchy’s formula applied to a circle $\Gamma$ of center 0 and radius $R' < R$ gives
\[
|f_n| = \left| \frac{1}{2i\pi} \int_{\Gamma} f(z) \frac{dz}{z^{n+1}} \right| \leq \frac{2\pi R'}{2i\pi} \sup \{ |f(z)| \mid |z| = R' \} R'^{-n} = O(R'^{-n}),
\]
so that $G = \limsup_n |f_n|^{1/n} \leq \frac{1}{R'}$, and $G \leq \frac{1}{R'}$ by letting $R'$ approach $R$.

We now assume $G < \frac{1}{R}$ and proceed to get a contraction, proving $G = \frac{1}{R}$ in this way. Fix $R'$ such that $G < \frac{1}{R'} < \frac{1}{R}$. For some constant $K$ and all sufficiently large $n$, we have $|f_n| \leq \frac{K}{R'}$. The series $\sum_{n>0} f_n z^n$ therefore converges normally on the set of all $z$ of modulus $R$, since $0 < \frac{R}{R'} < 1$. This contradicts the existence of a singularity of modulus $R$. \hfill $\Box$

An additional property of functions defined by counting sequences is that their coefficients are non-negative. This situation allows to locate one dominant singularity more precisely.

Theorem 4  Pringsheim’s theorem. If a function has Taylor coefficients that are real non-negative, then one of its dominant singularities, if there is a singularity, is real positive.

2.3. Subexponential approximation. If the location of the singularities of a function determines the exponential rate of growth of its coefficients, the nature of the singularities determines the way the dominant exponential term in coefficients is modulated by a subexponential factor.

For sake of simplicity, we assume that the singularities are isolated. By change of the variable, we can assume that all the dominant singularities are of modulus 1. Moreover we assume that there is a unique dominant singularity which is 1.
The notion of $\Delta$-analytic function is defined to describe the scope of the following transfer theorem which maps the local behavior of the function around its dominant singularity to the asymptotic form of its coefficients. Given two numbers $\phi, R$, with $R > 1$ and $0 < \phi < \frac{\pi}{2}$, the open domain $\Delta (\phi, R)$ is defined as

$$\Delta (\phi, R) = \left\{ z \mid |z| < R, \ z \neq 1, \ |\text{Arg} \ z - 1| > \phi \right\}.$$ 

A domain is a $\Delta$-domain if it is a $\Delta (\phi, R)$ for some $R$ and some $\phi$. A function is $\Delta$-analytic if it is analytic in some $\Delta$-domain.

**Theorem 5** Big-oh transfer [1]). Let $\alpha$ be a number not in $\{0, -1, -2, \ldots \}$. Assume that $f(z)$ is $\Delta$-analytic and that it satisfies in the intersection of a neighbourhood of 1 and of its $\Delta$-domain the condition

$$f(z) = O \left( 1 - z \right)^{-\alpha} \left( \log \frac{1}{1 - z} \right)^\beta.$$ 

Then

$$[z^n] f(z) = O \left( n^{\alpha - 1} \log n \right)^\beta.$$

**Proof.** The starting point is Cauchy’s coefficient formula. We apply it to a particular loop around the origin which is internal to the $\Delta$-domain of $f$: we choose the positively oriented contour $\gamma_n \equiv \gamma = \gamma_1 + \gamma_2 + \gamma_3 + \gamma_4$, with

$$\gamma_1 = \left\{ z \mid |z - 1| = \frac{1}{n}, \ |\text{Arg} \ z - 1| \geq \theta \right\}$$

$$\gamma_2 = \left\{ z \mid \frac{1}{n} \leq |z - 1|, \ |z| \leq r, \ \text{Arg} \ z - 1 = \theta \right\}$$

$$\gamma_3 = \left\{ z \mid |z - 1| = r, \ |\text{Arg} \ z - 1| \geq \theta \right\}$$

$$\gamma_4 = \left\{ z \mid \frac{1}{n} \leq |z - 1|, \ |z| \leq r, \ \text{Arg} \ z - 1 = -\theta \right\}$$

If the $\Delta$-domain of $f$ is $\Delta (\phi, R)$, we assume that $1 < r < R$, and $\phi < \theta < \frac{\pi}{2}$, so that the contour $\gamma$ lies entirely inside the domain of analyticity of $f$.

For $j = 1, 2, 3, 4$, let

$$f_n^{(j)} = \frac{1}{2i\pi} \int_{\gamma_j} f(z) \frac{dz}{z^{n+1}}.$$ 

The analysis proceeds by bounding the absolute value of the integral along each of the four parts. In order to keep notations simple, we detail the proof in the case where $\beta = 0$.

**Inner circle.** From trivial bounds, the contribution there is

$$\left| f_n^{(1)} \right| = O \left( \left( \frac{1}{n} \right)^{1-\alpha} \right),$$ 

as the function $f$ is $O \left( (\frac{1}{n})^{-\alpha} \right)$, the contour has length $O \left( \frac{1}{n} \right)$, and $z^{-n-1}$ is $O \left( 1 \right)$ there.

**Rectilinear parts.** Setting $\omega = e^{i\theta}$ and performing the change of variable $z = 1 + \frac{\omega t}{n}$, we find

$$\left| f_n^{(2)} \right| < \frac{1}{2\pi} \int_1^\infty K \left( \frac{t}{n} \right)^{-\alpha} \left| 1 + \frac{\omega t}{n} \right|^{n-1} dt,$$

for some constant $K > 0$ such that $|f(z)| < K \left( 1 - z \right)^{-\alpha}$ “over the $\Delta$-domain.” In fact we have a constant for a small neighborhood $V$ of 1 due to the asymptotic assumption and an other constant.
that comes from the capacity of a closed set $C$ included in $\Delta$ such that all the used loops are in $C \cup V$. From the relation

$$\left| 1 + \frac{\omega f}{n} \right| \geq 1 + \frac{t}{n} \cos \theta,$$

there results

$$\left| f_n^{(2)} \right| < \frac{K}{2\pi} J_n n^{\alpha-1}$$

where

$$J_n = \int_1^\infty t^{-\alpha} \left( 1 + \frac{t \cos \theta}{n} \right)^{-n} dt.$$

For a given $\alpha$, the integrals $J_n$ are all bounded above by some constant since they admit a limit as $n$ tends to infinity:

$$J_n \to \int_1^\infty t^{-\alpha} e^{-t \cos \theta} dt.$$

The condition on $\theta$ that $0 < \theta < \frac{\pi}{2}$ precisely ensures convergence of the integral.) Thus, globally, on this part of the contour, we have

$$\left| f_n^{(2)} \right| = O(n^{\alpha-1}),$$

and the same bound holds for $f_n^{(4)}$ by symmetry.

*Outer circle.* There, $f(z)$ is bounded while $z^{-n}$ is of the order $r^{-n}$. Thus, $f_n^{(3)}$ is exponentially small.

In summary, each of the four integrals of the split contour contributes $O(n^{\alpha-1})$. The statement of the theorem thus follows. \hfill \Box

This theorem can be extended to equivalents giving a fairly mechanical process to translate asymptotic information on a function into information on its coefficients. These are simple functions that are used as a scale since any function equivalent to it around its dominant singularity as the same asymptotic expansion. See Table 2.

<table>
<thead>
<tr>
<th>Function $f(z)$</th>
<th>Asymptotic expansion of the coefficients $f_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1$</td>
<td>$0$</td>
</tr>
<tr>
<td>$1 - z$</td>
<td>$1$</td>
</tr>
<tr>
<td>$1 - z^{-1}$</td>
<td>$\frac{1}{2} n^2 + \frac{3}{2} n + 1$</td>
</tr>
<tr>
<td>$1 - z^{-2}$</td>
<td>$\frac{1}{2} n^2 + \frac{1}{128 n^2} + \frac{5}{1624 n^4} + O\left(\frac{1}{n}\right)$</td>
</tr>
<tr>
<td>$1 - z^{-1/2}$</td>
<td>$\frac{1}{2} n^{-3/2} \left( 2 \log n + 2 \gamma + 4 \log 2 - 2 + \frac{3 \log n}{4n} + O\left(\frac{1}{n}\right) \right)$</td>
</tr>
<tr>
<td>$\log 1 - z^{-1}$</td>
<td>$\sqrt{\pi n} \left( 2 \log n + 2 \gamma + 4 \log 2 - 2 + \frac{3 \log n}{4n} + O\left(\frac{1}{n}\right) \right)$</td>
</tr>
</tbody>
</table>

Table 2. Examples of applications of the transfer theorem.
3. Examples

3.1. Clouds. Let us consider \( n \) lines in general position in the plane. A cloud is a subset of the set of the intersection points of the lines such that:

1. any three points of the cloud are not aligned;
2. any line has at least one of its points in the cloud;
3. the set is maximal for inclusion among the sets that satisfies points 1 and 2.

The size of a cloud is the number of points it contains.

There is a more combinatorial description of a cloud since they are in bijection with labeled 2-regular graphs (any vertex has degree 2, no loops, no multiple edges). In the bijection, the line labeled \( i \) is the vertex labeled \( i \) of the graph and the intersection between the line \( i \) and \( j \) is mapped to an edge between \( i \) and \( j \). Indeed, point 1 in the definition exactly means that any vertex of the graph has degree at most 2 because three aligned intersections are necessarily on a common line since the picture is as general as possible. Point 2 translates the fact that any vertex has degree at least 1. Assume there are at least two vertices \( i, j \) of degree 1 in the cloud \( S \). Then \( S \cup \{ ij \} \) is a cloud and that is in contradiction with point 3. Finally, there cannot be only one vertex of degree 1 since the sum of the degree of vertices of a graph is even (each edge appears twice). As regards the size, since there are two intersections per line in a cloud and that an intersection is shared by two lines, the size of the cloud is the number of vertices. Thus instead of clouds we could equivalently consider the class of labeled 2-regular graphs where the size of an element is its number of vertices.

A labeled 2-regular graph is a set of non-oriented cycles of size at least 3 and we are interested in the exponential generating function of this structure. Oriented cycles of size at least 3 are the oriented cycles that do not contain 1 or 2 elements only so their generating function is

\[
C^{>2}_+ (z) = \log \frac{1}{1 - z} = \left( \frac{1}{2!} z^2 \right).
\]

A non-oriented cycle of at least 3 vertices admits exactly 2 distinct orientations, so that the generating function of non-oriented cycle of at least 3 vertices is

\[
C^{>2} (z) = \frac{1}{2} C^{>2}_+ (z).
\]

Then the series of the sets of non-oriented cycles on at least 3 vertices and equivalently of the clouds is

\[
\text{Clouds } z = \exp C^{>2} (z) = \frac{\exp \left( \frac{-1}{2} z^2 - \frac{1}{4} z^2 \right)}{\sqrt{1 - z}}.
\]

Thus, Clouds \( z \) is the product of \( 1/\sqrt{1 - z} \) which admits 1 as singularity of minimal modulus and is analytic in \( \mathbb{C} \setminus [1, +\infty) \), and \( \exp \left( \frac{-1}{2} z^2 - \frac{1}{4} z^2 \right) \) that is entire. The behavior of Clouds \( z \) around 1 is the product of \( 1/\sqrt{1 - z} \) and \( \exp (-3/4) \left( 1 + 1 - z + \frac{1}{4} (1 - z)^2 - \frac{1}{12} (1 - z)^3 + \mathcal{O}((1 - z)^4) \right) \), the standard Taylor expansion at 1 of \( \exp \left( \frac{-1}{2} z^2 - \frac{1}{4} z^2 \right) \).

\[
\text{Clouds } z = \frac{e^{-3/4}}{\sqrt{1 - z}} + e^{-3/4} \sqrt{1 - z} + \frac{e^{-3/4} (1 - z)^{3/2}}{4} - \frac{e^{-3/4} (1 - z)^{5/2}}{12} + \ldots
\]

This expansion is valid in a \( \Delta \)-domain so that by the principle of singularity analysis, the asymptotic determination of the coefficients \( c_n = [z^n] \text{Clouds } z \) results from a direct translation of the expansion

\[
\text{Clouds } z = e^{-3/4} \frac{1}{\sqrt{1 - z}} + e^{3/4} \sqrt{1 - z} + \mathcal{O} \left( (1 - z)^{3/2} \right)
\]
into
\[ c_n = e^{-3/4} \left( \frac{n - 1/2}{1/2} \right) + e^{-3/4} \left( \frac{n - 3/2}{-3/2} \right) + O \left( \frac{1}{n^{5/2}} \right) \]
\[ = \frac{e^{-3/4}}{\sqrt{n}} \left( 1 - 1 \frac{1}{8n} + \frac{1}{128n^2} + \cdots \right) - e^{-3/4} \frac{1}{2\sqrt{n}^3} \left( 1 + \frac{3}{8n} + \cdots \right) + O \left( \frac{1}{n^{5/2}} \right). \]

We finally have the asymptotic behavior of the counting sequence \( \{ C_n \}_{n \geq 0} \) of clouds,
\[ \frac{C_n}{n!} = c_n = \frac{e^{-3/4}}{\sqrt{n}} + \frac{3e^{-3/4}}{8\sqrt{n}^3} + O \left( \frac{1}{n^{5/2}} \right) \quad \text{as } n \to +\infty. \]

3.2. \( \Omega \)-trees. A subset \( \Omega \) of \( \mathbb{N} \) is aperiodic if the greatest common divisor of its elements is 1. Given an aperiodic finite set \( \Omega \), the class \( T_{\Omega} \) of \( \Omega \)-trees is the set of rooted trees with a total order on the children of each node such that the degree of each node is in \( \Omega \). For instance binary trees are \( \{ 0, 1, 2 \} \)-trees. The size of an \( \Omega \)-tree is its number of nodes. This class is well defined if \( 0 \in \Omega \) otherwise there are no finite \( \Omega \)-trees.

Since a \( \Omega \)-tree is made of a root and a sequence of length \( i \in \Omega \) of \( \Omega \)-trees, its ordinary generating function \( T \) satisfies
\[ T(z) = z \cdot \sum_{\omega \in \Omega} (T(z))^\omega. \]

Let \( P(X) \) be the polynomial \( \sum_{\omega \in \Omega} X^\omega \). The equation becomes \( T(z) = zP(T(z)) \). To check if the function \( T \) is analytic at \( z \) we rephrase the above equation as
\[ z = T(z)/P(T(z)) = \psi(T(z)) \]
so that it is a generic instance of the inversion problem for analytic functions \( \psi(u) = \frac{u}{P(u)} \).

An important statement of the inversion theorem is that if \( \psi \) is analytic at \( t = t_0 \), then \( T(z) \) is analytic at \( z = \psi(t_0) \) if and only if \( \psi'(t_0) \neq 0 \). To have an intuition of this result, consider the analytic expansion of \( \psi \) near \( t_0 \):
\[ \psi(t) = \psi(t_0) + t - t_0)\psi'(t_0) + \frac{1}{2} (t - t_0)^2 \psi''(t_0) + \cdots. \]

If \( \psi'(t_0) \neq 0 \), solving formally for \( t \) suggests that \( t - t_0 \sim \frac{1}{\psi'(t_0)}(z - \psi(t_0)) \) and a full expansion is obtained by repeated substitutions. If on the contrary \( \psi'(t_0) = 0 \) and \( \psi''(t_0) \neq 0 \), solving formally now suggest that \( t - t_0)^2 \sim \frac{2}{\psi''(t_0)}(z - \psi(t_0)) \) so that the inversion problem should admit two solutions satisfying
\[ t - t_0 \sim \pm \sqrt{\frac{2}{\psi''(t_0)}(\psi(t_0) - z)^{1/2}.} \]

In this case the point \( \psi(t_0) \) is a branch point, so that \( T(z) \) cannot be analytic at this point. If the first nonzero derivative of \( \psi \) at \( t_0 \) is of order \( r \geq 2 \), the same remark holds with a local behavior for \( t \) then of the form \( (\psi(t_0) - z)^{1/r} \).

Because of Pringsheim’s theorem, if \( T \) has a finite radius, then there is a dominant singularity in \([0, +\infty) \). Thus finding a dominant singularity of \( T \) results in searching the smallest positive zero of \( \psi' \). Let \( \rho \) be this minimal zero of \( \psi'(x) = \frac{P(x) - xP'(x)}{P(x)^2} \). This number satisfies
\[ P(\rho) - \rho P'(\rho) = 0. \]

Now we have to check the number of distinct dominant singularities. By definition a dominant singularity can be written as \( \lambda = \rho e^{i\theta} \) and satisfies \( \psi'(\lambda) = 0 \). Assume there is an integer \( k \geq 2 \)
such that all $\omega \in \Omega$ is divided by $k$. In this case $P(x) - P(x) = \sum_{\omega \in \Omega} 1 - \omega)x^\omega$ can be rewritten in $\sum_{\omega \in \Omega} 1 - \omega)x^\omega$. Thus if $\lambda^k = \rho^k$ then $\lambda$ is another dominant singularity so all complexes $\rho^{2\pi i/k} 0 \leq i \leq k - 1$ are distinct dominant singularities. To apply the transfer theorems presented in the previous section safely we have to ensure that there is a unique dominant singularity, therefore we made the assumption that the set $\Omega$ is aperiodic. We admit that this condition is sufficient to have a unique dominant singularity $\rho$ there is a proof using the case of equality in the triangular inequality).

Since $\rho$ satisfies $P(\rho) - \rho P'(\rho) = 0$, we have $\Psi''(\rho) = \frac{\rho^2 P''(\rho)}{P'(\rho)^3}$. Thus if $\Omega$ contains an element greater than $1$, $\Psi''(\rho) > 0$ and

$$T(z) = \sqrt[n]{2P(\rho)^3 \rho^{2\pi i/k}} \sqrt[n]{1 - \frac{z}{\rho}} + \mathcal{O} \left( 1 - \frac{z}{\rho}^{-3/2} \right).$$

This expansion is valid on a $\Delta$-domain; thus using a transfer theorem, we obtain the asymptotic equivalent

$$[z^n] T(z) \sim \sqrt[n]{2P(\rho)^3 \rho^{2\pi i/k}} \sqrt[n]{1 - \frac{z}{\rho}} \rho^{-n} = C \rho^{-n} n^{-3/2}.$$
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$^2$A generalisation of transfer theorems exists for the case of multiple of singularities; see [2, p. 85].