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Abstract
What does a random partition of a large integer look like? The talk presents asymptotic
results and variational problems for this question, obtained in a work of A. Dembo jointly
with A. Vershik and O. Zeitouni [4]. The techniques involve some combinatorics and mostly
probability theory. Other applications concern asymptotics of various random combinatorial
structures, such as permutations, forests of trees, and convex polygons with integer vertices.
This summary is intended as a casual introduction to the reading of the paper [4].

1. A Bit of Paleontology
A partition of the integer \( n \) is an aditive decomposition of the integer \( n \) into some number \( r \) of
integer summands,

\[
n = x_1 + x_2 + \cdots + x_r, \quad x_j \geq x_{j+1}, \quad x_r > 0.
\]

The quantity \( r \) is called the number of summands (or parts). A partition is said to be strict if
all its summands are distinct. A partition is naturally represented by a diagram resembling a
staircase and called diversely its Ferrers graph or its Young diagram. We shall let \( \mathcal{P}_n \) and \( \mathcal{P}_n^s \)
denote the collections of all partitions and strict partitions summing to \( n \), and denote with \( P_n, P_n^s \)
the corresponding cardinalities.

Euler started the analytic theory of partitions by providing the explicit generating functions

\[
P(z) = \sum_n P_n z^n = \prod_{k \geq 1} \frac{1}{1 - z^k}, \quad P^s(z) = \sum_n P_n^s z^n = \prod_{k \geq 1} \left( 1 + z^k \right),
\]

and a good deal more. The next century mostly focussed on the corresponding theta function
many of these aspects.

The asymptotic theory starts 150 years after Euler, with the first letters of Ramanujan to Hardy
in 1913; see [7]. There, Ramanujan stated:

“The coefficient of \( x^n \) in \( (1 - 2x + 2x^4 - 2x^9 + \cdots)^{-1} \) is the integer nearest to

\[
\frac{1}{4n} \left( \cosh \pi \sqrt{n} - \sinh \pi \sqrt{n} \right).
\]

This assertion (that in fact needs to be mildly amended) is, in view of Euler’s pentagonal number
theorem, directly relevant to our subject. In a celebrated series of memoirs published in 1917
and 1918, Hardy and Ramanujan found very precise estimates for the partition numbers implying in particular:

\[
P_n \sim \frac{1}{4n\sqrt{3}} e^{\pi \sqrt{\frac{2}{3}n}}, \quad P^s_n \sim \frac{1}{4\sqrt{3n}^{3/4}} e^{\pi \sqrt{\frac{1}{3}n}}.
\]

See [7, Ch VIII] for an insightful discussion and [2, Ch. 5] for the reexamination of the subject by Meinardus.

As far as dominant asymptotics goes, it may be worth pointing out that the simply stated estimates (1) plainly derive from a saddle-point approximation of the Cauchy coefficient integral,

\[
[z^n] C(z) = \frac{1}{2\pi i} \int_{|z|=\zeta} C(z) \frac{dz}{z^{n+1}}.
\]

The saddle points to be used here are at the real points \( \zeta \) (for \( P(z) \)) and \( \zeta^s \) (for \( P^s(z) \)) such that \( \zeta \sim 1 - \frac{\pi}{\sqrt{6n}} \), \( \zeta^s \sim 1 - \frac{\pi}{\sqrt{12n}} \), the reason being that \( P(z) \) and \( P^s(z) = \frac{P(z)}{P(z^2)} \) tend to infinity like \( \exp \left( \frac{\pi^2}{6(1-z)} \right) \) and \( \exp \left( \frac{\pi^2}{12(1-z)} \right) \), as \( z \) tends radially to 1.

Later in the last century, Erdős and Lehner [6] launched the study of various characteristics of random partitions. In particular, they showed that almost all partitions of \( \mathcal{P}_n \) have a number a summands in an interval

\[
\frac{1}{C} \sqrt{n} \log n \pm o \left( \sqrt{n} \log n \right), \quad C := \frac{\sqrt{\pi}}{\sqrt{3}},
\]

while for strict partitions, the interval is

\[
\frac{2\sqrt{n}}{D} \log 2 \pm o \left( \sqrt{n} \right), \quad D := \frac{\sqrt{\pi}}{\sqrt{3}}.
\]

The limit law is an extreme value distribution in the first case, a Gaussian distribution in the second case. (Erdős and Lehner use a mostly elementary recurrence argument induced by generating functions together with the Hardy–Ramanujan estimates.) Note the similarities between the saddle-point constants and the normalization constants \( C, D \) in (3) and (4). Also, the scaling factor \( \sqrt{n} \) is ubiquitous in all such analyses. Roughly put, these estimates inform us that a random partition of \( n \) is expected to fit in a rectangle with sides about \( n^{1/2+o(1)} \).

2. The Shape of Random Partitions

Around 1977, Vershik and Kerov [10] and, independently, Logan and Shepp [8] studied the shape of the Young tableau(s) associated to a random permutation or a random involution.\(^1\) Thus, in contrast to what happens in the talk, we are momentarily dealing with a non-uniform distribution on \( \mathcal{P}_n \). Indeed, the enumerative formulae relative to Young tableaux under these statistics (the “hook formula,” also called the Robinson–Frame–Thrall formula) renormalize in the scale of \( \sqrt{n} \) in such a way that the probability of a continuous shape \( f(t) \) (in the asymptotic limit) occuring in tableaus of size \( n \) is found to be of the rough form (see (7) below for a precise statement)

\[
e^{-n\Theta(f)}, \quad \Theta(f) := 2 \int_{1<s} \log \left( 2e^{1/2}(s-t) \right) (1 - \hat{f}(s))(1 + \hat{f}(t)) \, dt \, ds
\]

\(^1\)These are “filled” Young diagrams—the filling rule corresponds to entries increasing by line and column.
with \( \dot{f} \) the derivative of \( f \). Thus, the most likely shape \( f_0 \) solves the variational problem of minimizing the functional \( \Theta \), and “most” tableaus are expected to be close to this particular shape \( f_0 \). From the methodological standpoint, the contributions \([8, 10]\) are especially important. They led to a much wanted solution of Golomb’s conjecture to the effect that the average length of the longest increasing subsequence in a random permutation of size \( n \) is asymptotic to \( 2\sqrt{n} \); see \([1, 3]\) for recent developments in rather different directions.

We now return to partitions and let \( Q_n \) and \( Q^n_n \) represent the uniform probability models on \( \mathcal{P}_n \) and \( \mathcal{P}^n_n \). A partition (or diagram) \( \lambda \) can be written under the form \( \lambda = 1^{r_1}2^{r_2}3^{r_3} \cdots \). Graphically, we define the “contour” or “shape,”

\[
\varphi_\lambda(t) := \sum_{k=1}^{\infty} r_k, \quad t \geq 0,
\]

so that \( \varphi_\lambda \) is a monotone decreasing function whose integral over \( \mathbb{R}^+ \) equals \( n \). We normalize any such \( \varphi \) by

\[
\widetilde{\varphi}_n(t) = \frac{1}{\sqrt{n}} \varphi_\lambda(\lfloor t \sqrt{n} \rfloor).
\]

Under the models induced by \( Q_n \) and \( Q^n_n \), Vershik [9] proved (in the sense of uniform convergence on compact sets) that contours tend to converge to deterministic limits,

\[
\tilde{\varphi}(\cdot) \xrightarrow{n \to \infty} \Psi(\cdot), \quad \widehat{\varphi}^n(\cdot) \xrightarrow{n \to \infty} \Psi^\alpha(\cdot),
\]

where

(6) \[ \Psi(t) := \int_t^{\infty} \frac{du}{e^{\alpha u} + 1} du, \quad \Psi^\alpha(t) := \int_t^{\infty} \frac{du}{e^{\beta u} + 1} du, \quad \alpha = \frac{\pi}{\sqrt{6}}, \quad \beta = \frac{\pi}{\sqrt{12}}. \]

Thus, a random partition under \( Q_n \) or \( Q^n_n \) tends to have a limiting shape given by the curves \( \Psi(t) \) or \( \Psi^\alpha \); see Fig. 1 obtained with Maple and construct. (Observe that \( \Psi \) has a logarithmic singularity at 0, while \( \Psi^\alpha \) is regular there.) Alternatively, the limit contours are the curves satisfying respectively \( e^{-\alpha x} + e^{-\alpha y} = 1 \), and \( e^{\beta y} - e^{-\beta y} = 1 \), with the first one being symmetrical, as it should.

The main objective of the talk is to consider deviations from the limit shapes. What is proved is a full large deviation principle, of speed \( \sqrt{n} \), much in the spirit of (5). We recall that a sequence of measures \( \mu_n \) over a (completely regular Hausdorff topological) space \( \mathcal{X} \) is said to satisfy the \textit{large deviation principle} [LDP] with speed \( b_n \) and a rate function \( I \) if \( I : \mathcal{X} \to [0, \infty) \) is lower
semicontinuous, and for any measurable set $X \subset X$, there holds:

$$
- \inf_{x \in X^o} I(x) \leq \liminf_{n \to \infty} \frac{1}{b_n} \log \mu_n(X) \leq \limsup_{n \to \infty} \frac{1}{b_n} \log \mu_n(X) \leq - \inf_{x \in \overline{X}} I(x).
$$

There, $X^o$ and $\overline{X}$ denote the interior and the closure of $X$. It can be recognized that the informally stated estimate in (5) is of this type (with speed $b_n = n$ and rate function $\Theta$).

For our purposes, the set $X$ will consist of functions that are left continuous and of right limits equipped with the topology of uniform convergence. Let also $AC_{[-1,0]}^1$ be the subset of non-increasing absolutely continuous functions $f(\cdot)$ satisfying $\lim_{t \to \infty} f(t) = 0$—and hence $f(t) = \int_0^\infty (-\dot{f}(u)) \, du$—with derivatives belonging Lebesgue-almost everywhere to the interval $[-1,0]$. This last set represents the collection of all potential “shapes” of partitions considered (after normalization). By want of space, we refer to the original paper [4] for complete topological and measure-theoretic definitions and state:

**Theorem 1.** Under the laws $Q^S_n$, the random variable $\tilde{\phi}(\cdot)$ satisfies the LDP with speed $\sqrt{n}$ and a rate function that, for $f \in AC_{[-1,0]}^1$ and $\int_0^\infty (-t) \, df(t) \leq 1$, is expressed by

$$
I^S(f) = 2\beta - \int_0^\infty h(-\dot{f}_{ac}(t)) \, dt,
$$

with $h(x) = \log \left( x^{x} - (1-x)^{-(1-x)} \right)$ the entropy function and $g_{ac}$ the absolutely continuous part of $g$.

**Theorem 2.** Under the laws $Q_n$, the random variable $\tilde{\phi}(\cdot)$ satisfies the LDP with speed $\sqrt{n}$ and a rate function that, for $f$ in a suitable space and $\int_0^\infty (-t) \, df(t) \leq 1$, is expressed by

$$
I^S(f) = 2\alpha - \int_0^\infty \left( 1 - \dot{f}_{ac}(t) \right) h \left( \frac{-\dot{f}_{ac}(t)}{1 - \dot{f}_{ac}(t)} \right) \, dt.
$$

The paper also states some equivalent forms that are expressed in terms of a “distance” to the most likely contours of (6). That distance involves various entropy functions.

3. **Boltzmann Models of Combinatorics**

The first step in the proof of Theorems 1 and 2 is the introduction of a family of models over the classes $P$ and $P^s$ and large deviations are first established under these models. Since the principles are of an applicability that goes well beyond the probabilistic theory of partitions, we depart a bit from the original paper [4] and discuss them first at a fair level of generality.

Let generally $C$ be a class of combinatorial objects endowed with its size function $| \cdot |$. What we call here, by virtue of a vague analogy with statistical mechanics, the Boltzmann model of parameter $x$ (over $C$) is the model that assigns to any object $\gamma \in C$ the probability

$$
\frac{x^{\mid \gamma \mid}}{C(x)} \quad \text{with} \quad C(x) = \sum_{\gamma \in C} x^{\mid \gamma \mid},
$$

the counting generating function of $C$. There $x$ is to be restricted to real values less than the radius $\rho$ of convergence of $C(x)$.

The class $C$ being fixed, we shall let $Q_n$ denote the uniform probability model over the subclass $C_n$ of objects of size $n$ and, with a slight abuse of notations, $Q_x$ represents the Boltzmann model of parameter $x$. Clearly, $Q_x$ is a mixture of the family of models $\{Q_n\}$ in the following sense:

$$
Q_x \cong Q_N \quad \text{where} \quad N \text{ is a random integer selected with} \quad P(N = n) = \frac{C_n x^n}{C(x)}.
$$
In other words, a randomly chosen object under $Q_x$ has a random size $N = N_x$ distributed according to the probability in (8); once the value of size has been drawn according to its distribution, say, $N = n$, a random element of $C_n$ is chosen uniformly at random, that is, according to $Q_n$. (Accordingly, $Q_n$ is $Q_x$ conditioned upon size, irrespective of the value of $x \in (0, \rho)$.) The distribution of the random size $N$ according to $Q_x$ is itself given by a simple generic calculation that we now explain. The probability generating function of $N$ is
\[
\sum_n P(N = n) z^n = \frac{C(xz)}{C(x)}.
\]
Next, the mean and second moment of $N$ are found to be
\[
\mathbb{E}(N) = x \frac{C'(x)}{C(x)}, \quad \mathbb{E}(N^2) = \frac{x^2 C''(x) + xC'(x)}{C(x)}.
\]

The mean size increases as $x$ approaches $\rho^-$, with $\rho$ the radius of convergence of $C$. In particular, if the additional condition $C'(\rho^-) = +\infty$ is met, the Boltzmann model must give preponderance to objects of larger and larger sizes. (Work in progress by Duchon, Flajolet, Louchard, and Schaeffer shows that similar considerations are otherwise of great interest for the random generation of combinatorial structures.)

We now specialize the Boltzmann model to partitions, with the Boltzmann models $Q_x$, $Q^n_x$, and the fixed-size models $Q_n$, $Q^n_n$, taken in association to the combinatorial classes $\mathcal{P}$, $\mathcal{P}^n$. The generating functions $P(z)$, $P^s(z)$ have radius of convergence $\rho = 1$ and both blow up exponentially as $z \to 1^-$. Thus, the models $Q_x$, $Q^n_x$ must have something to say on the limiting behaviours of objects in $\mathcal{P}$, $\mathcal{P}^n$. As it is easy to see, the Boltzmann models $Q_x$ and $Q^n_x$ correspond to infinite sequences of independent integer valued random variables $R_k$ ($k = 1, 2, \ldots$), with laws as follows:
\[
\begin{align*}
Q_x & : \quad R_k \in \mathbb{Z}_{>0}, \quad P(R_k = \ell) = x^{k\ell} (1 - x^k) \\
Q^n_x & : \quad R_k \in \{0, 1\}, \quad P(R_k = 1) = x^k / (1 + x^k).
\end{align*}
\]

In other words, the non-indentically distributed (but independent) $R_k$ are Bernoulli in the case of $Q^n_x$ and geometric in the case of $Q_x$.

A simple calculation based on Equation (9), on Chebyshev’s inequalities, and on the usual approximation techniques for partition functions shows that a window narrowly centred around size $N = n$ is obtained by fixing $x = x_n$, $x = x^n_n$ given by
\[
x_n = 1 - \frac{\alpha}{\sqrt{n}}, \quad x^n_n = 1 - \frac{\beta}{\sqrt{n}}
\]
for $Q_x$ and $Q^n_x$, respectively. (Note that these values coincide with the saddle points of the complex-analytic approach in Section 1! This fact is general since the equations $\mathbb{E}_x(N) = n$ and the saddle-point condition for (2) precisely coincide.) Large deviations of sums of Bernoulli or geometric random variables involve the entropy function. The Boltzmann models for partitions then provide a first hint as to the natural occurrence of entropy functions in the statements of Theorems 1 and 2.

4. The Spirit of Complete Proofs

In this short abstract, we cannot do more than presenting a broad (and vague) outline of what the full proof of Theorems 1 and 2 requires.

First, under the continuous-parameter models $Q_x, Q^n_x$, it is easy to determine information on single parameters of partitions. The paper under review recovers for instance the analogues of Erdős and Lehner’s estimates when $x = x_n$ and $x = x^n_n$. It then proceeds by proving the LDP for these models. What is required is showing that, for any fixed $m$, and any fixed “instants”
$t_1, t_2, \ldots, t_m$, the random vectors \((\varphi_n(t_1), \ldots, \varphi_n(t_m), n^{-1}N)\) satisfy a large deviation principle. The proof bases itself on the independence granted by the models: one needs to estimate the probabilities of “slices” of summands in the scale of $\sqrt{n}$ to be away from what is expected; this is largely based on the approximation of Riemann sums by integrals. As a snapshot of the latter technique, we offer the simple estimate

$$
E_{x_n}(\varphi_n(t)) = \sum_{k=tn^{1/2}}^\infty \frac{1}{\sqrt{n}} \frac{x_n^k}{1 - x_n^k} \int_t^\infty \frac{du}{e^{au} - 1} du =: \Psi(t).
$$

Last but not least, the treatment relies on an intensive use of large deviation techniques as exposed in [5].

In a second step, a Tauberian type of process needs to be applied. Indeed, the models \(Q_{x_n}\) are a sort of weighted average of various models of a size \(N\), which is only controlled to lie in the vicinity of \(n\) but still fluctuates randomly. However, results at \(N = n\) exactly are wanted. Contour integration is one common way of achieving this, but the authors of [4] opt for a more combinatorial path. One of the ideas is to appeal to the following area transformation: given a diagram \(\lambda\) of area \(N\) at most \(n\), form a new diagram of area \(n\) exactly, by completing the last row of \(\lambda\) by \(n - N\) elements. This establishes a mapping from \(\bigcup_{N=1}^n \mathcal{P}_N\) to \(\mathcal{P}_n\) that does not affect shape and various other characteristics of partitions too much. In this way, large deviation properties established for values of \(N\) slightly smaller than \(n\) (as given by the family of \(Q_{x_n}\) models) can be “transferred” to partitions of exact size \(n\), that is, to the model \(Q_n\).

The paper under discussion concludes by noting that several such large deviation principles should hold for various types of partitions with multiplicities and constrained partitions, as well as labelled trees and set partitions. In the last case, the objects at stake are enumerated by exponential generating functions, and suitable adaptations of the Boltzmann models (with the Poisson distribution replacing the geometric or Bernoulli distribution) are lurking in the background.
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