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responding to distributions that involve the Airy function. In this article, such Airy phe-
nomena are related to the coalescence of saddle points and the confluence of singularities
of generating functions. For about a dozen types of random planar maps, a common Airy
distribution (equivalently, a stable law of exponent 3
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largest (multi)connected components. Consequences include the analysis and fine optimiza-
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extension of the singularity analysis framework suggested by the Airy case, the article also
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Fig. 1. Three representations of maps. The first two are identical as maps, while the third
one is not, although the three underlying planar graphs are identical.

sented in a largely self-contained way (see, e.g., [29, 43] for more). It is intended as a
preparation of the technical treatment in the rest of the article. The two basic ingre-
dients introduced concurrently here are: �i� exact power representations for map
counts (via the Lagrangean framework) that are to be later exploited by the saddle-
point method in Sections 3 and 4; �ii� singularity analysis, which provides direct
asymptotic estimates, and is extended in Sections 5 and 6 as well as Appendix A.
A map is an embedding of a connected planar graph in the sphere, considered

upto orientation preserving homeomorphisms. By construction, the complement of
the vertices and edges of a map in the sphere is a union of simply connected faces.
In general, loops and multiple edges are allowed. A map is completely character-
ized by its underlying graph together with a cyclical ordering of edges around each
vertex. Following Tutte [48, 49], we consider rooted maps, that is, maps with an ori-
ented edge called the root—this simplifies the analysis without essentially affecting
statistical properties (see [42] and Section 6). To represent maps on the plane, a
point of the sphere must be placed at infinity; by convention, we always choose it so
that the root runs along the infinite face in a counterclockwise direction. Figure 1
illustrates this convention. From now on, unless explicitly mentioned, all the maps are
rooted.
Generically, we take � and � to be two classes of maps, with �n, �n as the

subsets of elements of size n (typically, elements with n edges). Here, � is always a
subset of � that satisfies additional properties—typically, higher connectivity. The
elements of � are then called the “basic maps” and the elements of � are called
the “core-maps”. We define informally the core-size of a map m ∈ � as the size of
the largest �-component of m that contains the root of m.
As a pilot example, we shall specialize the basic maps � to be the class of all1

maps with size taken as the number of edges. Define a separating vertex (or artic-
ulation point) as a vertex whose removal disconnects the graph. The class �k will
then be taken as the set of nonseparable maps with k edges, where a map is called
nonseparable (or 2-connected) if it has no separating vertex. In this case, the core of
a map is obtained by starting from the root and removing all “pending” submaps
that are attached only through an articulation point. This is illustrated by Figure 2,
in which the central map on the right is a nonseparable map, namely the core of
the map displayed on the left.
Our major objective is to characterize the probabilistic properties of core-size of

a random element of �n, that is, of a random map of size n, when all the elements
are taken to be equally likely. The core-size then becomes a random variable Xn

defined on �n. In essence, the pilot example thus deals with 2-connectivity in ran-

1 We also speak of the class of “general” maps when we need to contrast it with special classes of maps.
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Fig. 2. The decomposition of a map into its nonseparable core and the pending submaps.

dom (connected) maps. The paradigm that we illustrate by a particular example is
in fact, of considerable generality as can be seen from Section 6.

2.1. The Physics of Maps

From earlier works [7, 27, 43], it is known that a random map of �n has with
high probability a core that is either “very small” (roughly of size k = O�1�) or
“very large” (being 	�n�). The probability distribution Pr�Xn = k� thus has two
distinct modes. The small region (say k = o�n�) has been well-quantified by previous
authors, see [7, 27, 43]: a fraction ps = 2

3 of the probability mass is concentrated
there. The large region is also known from these authors to have probability mass
p = 1 − ps = 1

3 concentrated around α0n with α0 = 1
3 , but this region has been

much less explored as it poses specific analytical difficulties. Our results precisely
characterize what happens in terms of an Airy distribution.
The Airy function Ai�z�, as introduced by the Royal Astronomer, Sir George

Bidell Airy, is a solution of the equation y ′′ − zy = 0 that can be defined by a
variety of integral or power series representations including (see [1, 50]):

Ai�z� = 1
2π

∫ +∞

−∞
ei�zt+t3/3� dt

= 1
π32/3

∞∑
n=0

(
31/3z

)n ���n+ 1�/3�
n!

sin
2�n+ 1�π

3
� (1)

Equipped with this definition, we present the main character of the article, a
probability distribution closely related to the Airy function.

Definition 1. The standard Airy distribution of the “map type” is the probability dis-
tribution whose density is

��x� = 2e−2x
3/3(xAi�x2� −Ai′�x2�)

= 1
πx

∑
n≥1

�−x32/3�n ��2n/3+ 1�
n!

sin�−2nπ/3�� (2)

The Airy distribution of parameter c is defined by the density c��cx�.



Question
What is the size Xn of the largest 2-connected component in a
random map with n edges?

Tutte 1960
The number of (rooted) maps with n edges is

Mn =
2 · 3n

(n + 2)(n + 1)

(
2n

n

)
Gao, Wormald 1999

P(|Xn − n/3| < n2/3+ε)→ 1 as n→∞

The second largest component is almost surely of size O(n2/3+ε)

Similar result for 3-connected components in 2-connected maps,
4-connected components in 3-connected triangulations. . .

Proof Estimating coefficients of high powers of gen. functions

[zn]G (z)j j ≈ βn

using Cauchy integrals
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Question
Which is the limit distribution for the size of the largest
2-connected component in a random map?



Philippe’s dictum
Strive to find limit distributions

Question
Which is the limit distribution for the size of the largest
2-connected component in a random map?



Core of a map: 2-connected component containing the root

Two regimes

I Core is small → Discrete law

I Core is large → Continuous law
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Fig. 3. Left: The standard Airy distribution. Right: Observed frequencies of core-sizes
k ∈ �20� 1000 in 50,000 random maps of size 2,000, showing the bimodal character of the
distribution.

Major properties of the function ��x� (including the equivalence between the two
definitions of (2)) are gathered in Appendix 7. The Airy distribution2 is a probability
distribution, i.e.,

∫
� ��x�dx = 1, and an unusual feature is the fact that the tails are

extremely asymmetric:

��x� ∼
x→−∞

1
4
√
π
�x�−5/2 and ��x� ∼

x→∞
2√
π
x1/2 exp

(
−4
3
x3
)
� (3)

A plot of the map-Airy distribution is presented in Figure 3 (left).
We shall find that the size of the core (when conditioned upon the large region)

and the size of the largest 2-connected component of a random map are described
asymptotically by an Airy law of this type. Figure 3 (right) exemplifies this with
simulation results of core-size: the “bimodal” character of the combinatorial distri-
bution is clearly visible and the convergence of simulation data to the limit Airy
distribution curve is already excellent at size n = 2�000. (Additional simulation data
are given in Section 6.4.)

2.2. The Combinatorics of Maps

Let Mn and Ck be the cardinalities of �n and �k. The generating functions of � and
� are respectively defined by

M�z� �= ∑
n≥1

Mnz
n and C�z� �= ∑

k≥1
Ckz

k�

Root-face Decompositions. As shown by Tutte, these results from a root-face
decomposition and from the quadratic method [29, Sec. 2.9] that many families
of maps have a generating function M�z� that is algebraic, and more specifically
Lagrangean, which means that it can be parameterized by a system of the form

M�z� = ��L�z�� where L�z� = zφ�L�z��� (4)

for two rational power series ��φ, with L being determined implicitly by φ. We
first prove that M�z� is Lagrangean.

2 The Airy distribution of the map type is known in the probability literature as a stable law of index 3
2

(see Appendix A), and in celestial mechanics as the Holtsmark distribution.



Composition scheme

M(z) =
∑

Mnz
n C (z) =

∑
Ckz

k

M(z) = C (z(1 + M(z))2) = C (H(z)) H(z) = (1 + M(z))2

M(z) =
∑

CkH(z)k

The number of maps of size n with core-size k is

[zn]H(z)k



M(z) =
∑

Mnz
n C (z) =

∑
Ckz

k

Singularities
ρM = 1/12 ρC = 4/27

Singular expansion

M(z) = M0 + M2(1− 12z) + M3(1− 12z)3/2 + · · ·

Critical composition scheme

H(ρH) = ρM

Coalescence of singularities → non-Gaussian limit law
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Fig. 5. Top: A broad classification of the methods involved in the classification of tails and
center of the core-size distribution. Bottom: Refinements of the saddle-point method appli-
cable to the critical region of the law of core-size.

ensuring a complete local capture of the contribution as well as validity of the
quadratic approximation. Here, we adopt δ = log n/

√
n.

The left tail (k < α0n) corresponds to τd = τ, i.e., the fixed saddle point τ is
dominant (Fig. 4, top). In this case, the expansion of G�τ + u� leads to part (i) of
the theorem. Note that the slow decay of probabilities (k−3/2) in this region results
from the formula

Pr�Xn = k� = Ck�znH�z�k
Mn

where the exponential rate of growth of �znH�z�k, namely exp�K�τ��n = ρ−nψ�τ�k,
exactly compensates the exponential rate of decay of Ck/Mn.
The right tail (k > α0n) has τd = τ′ dominating (Fig. 4, bottom). This case leads

to part (ii) of the theorem and the exponential decay of probabilities follows because
K�τ′� < K�τ� does not allow exp�K�τ′��n to catch-up with the exponential factor
present in Ck/Mn.

This basic saddle-point analysis can, in fact, lead, to precise estimates with correc-
tion terms to any order, as long as α stays away from α0. For instance, for the right
tail one has: there exist two real functions f �α� and g�α�, positive and continuous on
the interval � 13 � 1, such that

Pr�Xn = k� ∼ �α− α0�1/2
�1− α�3/2 f �α� n−1/2e−n�α−α0�3 g�α��



Theorem
For a critical composition scheme

M = C ◦ H of type
3

2
◦ 3

2

the distribution of core-size Xn has three asymptotic regimes

1. Left region k = αn, α < α0

P(Xn = k) ∼ ck−3/2

2. Central region

P(Xn = α0n + xn2/3) ∼ n−2/3f (x) scaled Airy law

3. Right region k = αn, α > α0

P(Xn = k) = O(Ak), A < 1

Corollary
The size of the largest component in many varieties of planar maps
is asymptotically Airy distributed around α0n
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TABLE 4 Parameters of the composition schemas of Table 3

Maps Cores α0 c p

General, �1 bridge/loopless, �2 2/3 3/2 2/3
Loopless, �2 simple, �3 2/3 34/3/4 2/3
General, �1 nonseparable, �4 1/3 3/42/3 1/3
Nonsep., �4 nonsep. simple, �5 4/5 155/3/36 4/5
Nonsep., �4 3-connected, �6 1/3 34/3/4 16/81

Bipartite, �1 bip. simple, �2 5/9 38/3/20 5/9
Bipartite, �1 bip. bridgeless, �3 3/5 �15/2�5/3/18 3/5
Bipartite, �1 bip. nonsep., �4 5/13 �13/6�5/3 · 3/10 5/13
Bip. nonsep., �4 bip. nonsep. simple, �5 5/17 �17/3�5/3 · 3/20 5/17

Singular tri., �1 triangulations, �2 1/2 �3/2�1/3 1/2
Triangulations, �2 irreducible tri., �3 1/2 62/3/3 729/2048

last schema involves a slight adaptation but clearly resorts to a similar analysis.) In
addition, as shown by Table 2, all families of Table 1 obey the Lagrangean frame-
work, Eq. (4), and are thus amenable to the saddle-point methods of Sections 3 and
4 as well.

Theorem 6 (Airy law for varieties of maps). Consider any schema of Table 4 with
parameters α0, c, and p. The probability Pr�Xn = k� that a map of size n has a
core of size k admits a local limit law of the map-Airy type with centering constant
α0, scaling parameter c, and weight p: uniformly for x in a bounded interval

Pr
(
Xn = �α0n+ xn2/3 ) = p ·

c��cx�
n2/3

�1+O�n−1/3�log n�4���

6.2. The Size of the Largest Component

It was observed in [7, 27] that the size of the core is probabilistically related to the
size of the “largest component” in random maps. Largest components are to some
extent defined on a case by case basis, except for important situation where the
cores under consideration are nonseparable, as we now explain. Indeed, the set of
nonseparable components of a map is uniquely defined by the following procedure:
as long as a component contains a separating vertex, cut this vertex into two. This
decomposition does not depend on the order in which separating vertices are cut;
in particular, it can be obtained by extracting the core, as illustrated by Figure 2,
and recursively applying the same decomposition to each submap. The core of a
map is thus one of its components.
All schemas of Table 3 lead to similar notions of �-components in �-maps

(see [27] for details). The aim of this section is then to characterize the size X∗
n

of the largest �-components in random �-maps of size n taken under the uniform
distribution.

Theorem 7 (Largest components and Airy law). Consider any schema of Table 4
with parameters α0 and c. Let X∗

n be the size of the largest �-component in a random
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TABLE 1 A selection of classical families together with their associated generating func-
tions, M�z� = ∑

n≥1 Mnzn, where Mn is the number of maps in � that have size n

Maps, size n ≥ 1 Generating function (first terms)

�1 general maps, n edges M1�z� = 2z + 9z2 + 54z3 + 378z4 + 2916z5

�2 bridgeless maps, n edges M2�z� = z + 3z2 + 13z3 + 68z4 + 399z5

�2 loopless maps, n edges M2�z� = z + 3z2 + 13z3 + 68z4 + 399z5

�3 simple maps, n edges M3�z� = z + 2z2 + 6z3 + 23z4 + 103z5

�4 nonseparable maps, n edges M4�z� = 2z + z2 + 2z3 + 6z4 + 22z5 + 91z6

�5 nonseparable simple maps, n edges M5�z� = z + z3 + z4 + 6z5 + 16z6 + 71z7

�6 3-connected maps, n+ 1 edges M6�z� = z5 + 4z7 + 6z8 + 24z9 + 66z10

�1 bipartite maps, n edges B1�z� = z + 3z2 + 12z3 + 56z4 + 288z5

�2 bip. simple maps, n edges B2�z� = z + 2z2 + 5z3 + 15z4 + 52z5

�3 bip. bridgeless maps, n edges B3�z� = z2 + z3 + 6z4 + 16z5 + 71z6

�4 bip. nonseparable maps, n edges B4�z� = z + z2 + z3 + 2z4 + 6z5 + 19z6

�5 bip. nonsepar. simple maps, n edges B5�z� = z + z4 + 3z6 + 7z7 + 15z8 + 63z9

�1 singular triangulations, n+ 2 vert T1�z� = z + 4z2 + 24z3 + 176z4 + 1456z5

�2 triangulations, n+ 3 vert T2�z� = z + 3z2 + 13z3 + 68z4 + 399z5

�3 irreducible triangulations, n+ 3 vert T3�z� = z + z3 + 3z4 + 12z5 + 52z6 + 241z7

6.1. Map-related Composition Schemas

We start with a few definitions of classes of maps that have proved to be of interest
in the combinatorial literature.

Families of Maps. A map is loopless if it does not contain any loop; bridgeless
if it does not contain any bridge (a bridge, or isthmus, is an edge whose removal
disconnects the map); simple if it does not contain multiple edges nor loops; bipartite
if the vertices can be coloured in two colours such that each edge is incident to both
colours.
A map is k-connected, k ≥ 2, if it cannot be separated into several connected

components by removing k− 1 vertices. A map is nonseparable if it is 2-connected
and loopless, with an exception for the two maps with one edge (the bridge and the
loop) that are taken to be nonseparable by convention.
A map is a singular triangulation if all its faces have degree three (including the

outerface); it is a triangulation if moreover it is 3-connected (these correspond to the
usual geometric triangulations, with straight line triangles and no multiple edges);
it is an irreducible triangulation if moreover all its cycles of length three bound a
face. Observe that 3-connected maps are in one-to-one correspondence with graphs
of convex polyhedra, and that irreducible triangulations are also called 4-connected
maximal planar graphs.
Table 1 illustrates these definitions by providing for various families the first few

terms of their generating functions. These generating functions are well known
[29, 35, 43] and the ones given are relative to rooted maps. Historical references on
the enumeration of these families can be found in [35].
Many families of maps have algebraic generating functions, that admit

Lagrangean parameterizations of the form (4). Moreover, they normally have
a unique dominant singularity and a singular exponent equal to 3/2, with the valid-
ity of the singular expansion being as required by Theorem 5. Table 2 illustrates this
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TABLE 2 Generating functions, parameterizations and singular expansions for the families
of Table 1

� φ � 1/ρ Singular expansion (Z = 1− z/ρ)

�1 3�1+ y�2 2y−y2

3 12 1
3 − 4

3Z + 8
3Z

3/2 + O�Z2�
�2 3�1+ y

4 �4 y�y2+3y−9�
27

256
27

5
27 − 16

27Z + 32
√
6

81 Z3/2 +O�Z2�
�3

�y+3�2
3−y

−y�y2+3y−9�
27 8 5

27 − 32
81Z + 256

729Z
3/2 +O�Z2�

�4 �1+ y�3 y�2+y−y2�
�1+y�3

27
4

1
3 − 4

9Z + 8
√
3

81 Z
3/2 +O�Z2�

�5
�y+1�6
�2y+1�2

y�−y2+y+1�
�y+1�3

729
128

5
27 − 32

135Z + 28
√
15

3453
Z3/2 +O�Z2�

�6
1

1−y

y5�y2+y−1�
�1+y�3�y2−y−1� 4 1

540 − 167
8100Z + 32

729Z
3/2 +O�Z2�

�1 2�1+ y�2 y�2−y�
4 8 1

4 − Z + 2Z3/2 +O�Z2�
�2

8�1+y�2
4+2y−y2

y�2−y�
4

32
5

1
4 − 5

9Z + 50
√
5

243 Z
3/2 +O�Z2�

�3
�y+2�6
32�1+y�2

y2�8−4y2+4y−y3�
32�1+y�2

729
128

7
128 − 189

640Z + 18
√
15

125 Z3/2 +O�Z2�
�4

32�1+y�2
�y2−2y−4�2

y�2−y�
4

128
25

1
4 − 5

13Z + 50
2197Z

3/2 +O�Z2�
�5

128�1+y�2
�4+2y−y2�3

y�y−2�
4

512
125

1
4 − 5

17Z + 50
√
85

4931 Z
3/2 +O�Z2�

�1 2�1+ y�3 − y�y−1�
2

27
2

1
8 − 3

8Z +
√
3
3 Z

3/2 +O�Z2�
�2 �1+ y�4 −y�y2 + y − 1� 256

27
5
27 − 16

27Z + 32
√
6

81 Z3/2 +O�Z2�
�3

1
�y−1�2

y�y2+y−1�
�y−1��1+y�2

27
4

5
32 − 27

128Z + 9
√
3

128 Z
3/2 +O�Z2�

In this table, M�z� = ��L�z��, where L�z� = zφ�L�z��

“universal” phenomenon by providing the parameterizations, dominant singularity
and singular expansion for the families of Table 1.

Composition Schemas. Table 3 presents some interesting composition schemas
relating to the previous families. For each line of the table, a basic family � and
a core family � are given, together with four series M�z�, C�z�, H�z�, and D�z�.
The series M�z� and C�z� are the generating function of the families � and � and
are given in terms of the series of Table 2. Except for the last line, the composition

TABLE 3 Composition schemas, of the form � = � ◦ � + �, except the last one where
� = �1+�� × �� ◦ ��
Maps, M�z� Cores, C�z� Submaps, H�z� Coreless, D�z�

All, M1�z� bridgeless�
or loopless

M2�z� z/�1− z�1+M��2 z�1+M�2

Loopless M2�z� simple M3�z� z�1+M� –
All, M1�z� nonsep., M4�z� z�1+M�2 –
Nonsep. M4�z� − z nonsep. simple M5�z� z�1+M� –
Nonsep. M4�z�/z − 2 3-connected M6�z� M z + 2M2/�1+M�
Bipartite, B1�z� bip. simple, B2�z� z�1+M� –
Bipartite, B1�z� bip. bridgeless, B3�z� z/�1− z�1+M��2 z�1+M�2
Bipartite, B1�z� bip. nonsep., B4�z� z�1+M�2 –
Bip. nonsep., B4�z� bip. ns. smpl, B5�z� z�1+M� –

Singular tri., T1�z� triang., z + zT2�z� z�1+M�3 –
Triangulations, T2�z� irreducible tri., T3�z� z�1+M�2 –
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Abstract

This paper describes a systematic approach to the enumeration of ‘non-crossing’ geometric
con�gurations built on vertices of a convex n-gon in the plane. It relies on generating func-
tions, symbolic methods, singularity analysis, and singularity perturbation. Consequences are both
exact and asymptotic counting results for trees, forests, graphs, connected graphs, dissections,
and partitions. Limit laws of the Gaussian type are also established in this framework; they
concern a variety of parameters like number of leaves in trees, number of components or edges
in graphs, etc. c© 1999 Elsevier Science B.V. All rights reserved

0. Introduction

The enumeration of planar con�gurations de�ned on vertices of a convex n-gon has
a long and digni�ed history. In 1753, Euler and Segner counted triangulations — the
well-known answer involves the Catalan numbers — and on this occasion Euler in-
vented combinatorial generating functions. Since then, many other con�gurations have
been enumerated: see for instance Comtet’s book [7], for an account of known results.
The interest for such con�gurations comes �rst and foremost from the combinatorics
of classical structures [7], but also from computational geometry, and even the inter-
pretation of perturbative expansions in statistical physics [10].
The purpose of this paper is to re-examine these problems in the light of recent

general methods of analytic combinatorics [17,33]. First, thanks to symbolic methods
developed by various schools [4,17,18,21,33,35,38], there is a systematic and purely
formal correspondence between combinatorial constructions and generating functions.
In this way, speci�cations of combinatorial structures can be translated automatically
into generating function equations. This approach is, as we propose to show, especially
e�ective here, since planarity entails neat decompositions for the con�gurations to be

∗ Corresponding author. E-mail: noy@ma2.upc.es.

0012-365X/99/$ – see front matter c© 1999 Elsevier Science B.V. All rights reserved
PII: S0012 -365X(98)00372 -0
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Fig. 2. (a) A connected graph; (b) an arbitrary graph.

(ii) The number of graphs of size n¿ 3 is expressible in terms of Schr�oder numbers;

Gn=2ncn−1; cn :=
∑

06�6(n=2)

(−1)� 1·3 · · · (2n−2�−3)
�! (n−2�)! 3n−2�2−�−2; (14)

the number of graphs of size n with k edges is

Gn; k =
1

n−1
n−2∑
j=0

(
n−1
k−j

)(
n−1
j + 1

)(
n−2 + j
n−2

)
; (15)

and the number of graphs of size n with k connected components is

Ĝn; k =
1
n

(
n

k−1
) n−k∑

j=0

(
n+ j−1

j

)(
2n−2k−j

n−k

)
j2n−k−j

2n−2k−j
: (16)

(iii) The BGFs of connected graphs and the BGF of graphs counted according to
edges are algebraic functions given by (18) and (22). The BGF of graphs and number
of connected components is an algebraic function given by (23). 1

The univariate generating functions of connected graphs and general graphs were
obtained by Domb and Barrett [10] after considerable e�ort. In both cases, these authors
also obtained the bivariate GF according to the number of edges, building upon the
work of the Rev. T.P. Kirkman in 1857; see [10] for a thorough historical discussion.
We recover all the results of [10] plus two new ones, namely the enumeration of

1 Our original derivation for Cn; k in (13) involved a summation instead of the closed form stated in the
theorem. We are grateful to an anonymous referee for pointing out the current form that is simpler, together
with the derivation that follows Eqs. (17) and (18) below.
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Fig. 3. (a) A dissection; (b) a non-crossing partition.

There is an alternative way to expand the GF, not to be found in Comtet’s book
[7]. Set D= zy. Then y satis�es an equation similar to (24),

y= z +
y2

1−y
or z=y

1−2y
1−y

:

This equation is of the Lagrange type and it can be subjected to inversion,

[zn]y(z)=
1
n
[un−1]

(
1−u
1−2u

)n

;

which gives the �rst relation of part (i). This relation also reveals a combinatorial
curiosity: the quantity ncn= n[zn]y(z) equals the number of n-tuples of integer com-
positions with grand total sum equal to n−1.
Let now z mark vertices and w mark regions. Then (24) becomes

D= z2 + w
(
D2

z
+

D3

z2
+ · · ·

)
;

where the factor w marks the region containing v1v2. This is equivalent to

(1 + w)D2−z(1 + z)D + z3 = 0:

As before, we set y(z; w)=D(z; w)=z and get

y= z + w
y2

1−y
; y= z

(
1−w

y
1−y

)−1
:

This is again an equation of the Lagrange type and inversion gives

[zn]y(z; w)=
1
n
[un−1]

(
1−w

u
1−u

)−n

:
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Fig. 1. (a) A tree; (b) a forest.

(iv) The GF of forests; the BGF of trees and leaves; and the BGF of forests and
components; are algebraic functions given by (10), (6) and (11).

Trees were �rst enumerated by Dulucq and Penaud [12], and their result is summa-
rized in part (i) of the theorem; the enumeration of forests by GF in (10) below is
due to Noy [29]. We recover both results, as well as several new ones in the form of
multivariate extensions. In particular, the counting of trees according to the number of
leaves as stated in (i) solves a problem that was left open in [29]. The explicit forms
for the number of forests in part (iii), formul� (1) and (2), provide explicit expansions
for the GF computations of [29].

1.1. Trees

We use the following basic decomposition for counting trees. Let d be the degree of
v1 in a tree �. Then � can be viewed as a sequence attached to v1 of d ordered pairs
of trees sharing a common vertex. This motivates the following de�nition: a buttery
is an ordered pair of trees with a common root. The name aims to convey the idea
that the pair of trees looks like the two wings of a buttery. If v1 has degree d, then
� can be identi�ed with a sequence of d butteries hanging from v1. In the example
of Fig. 1(a) there are 3 butteries, rooted at x; y and z. Observe that the left wing of
the buttery at y is reduced to a point.
If T (z) is the GF for trees and B(z) is the GF for butteries, we have the following

equations:

T = z=(1−B);

B = T 2=z:
(3)



Classical subject: polygon triangulations, dissections, non-crossing
partitions. . .

Systematic analysis

I For all objects under consideration, asymptotic enumeration of
the form

fn ∼
γ√
π
n−3/2ωn

I For all parameters Xn under consideration (number of edges,
number of components. . . ) asymptotic normal law with

E(Xn) ∼ κn σ2(Xn) ∼ λn
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Table 4
The constants appearing in the statement of Theorem 4

Class ! Num. value 

(T ) Trees
27
4

6:75000

√
3
27

(F) Forests
1
�

8:22469 0:07465

(C) Connected graphs 6
√
3 10:39230

√
6
9

−
√
2
6

(G) Graphs 6 + 4
√
2 11:65685

1
4

√
−140 + 99

√
2

(D) Dissections 3 + 2
√
2 5:82842

1
4

√
−140 + 99

√
2

(P) Partitions 4 4:00000 1

Note: � denotes the root of the polynomial 4− 32x − 8x2 + 5x3 that is near 0.121, and 0:07465 represents
the explicit algebraic number of degree 6 equal to �=2, with � given in the text.

near the dominant singularity � being

f(z) ∼ c0 + c1
√
1− z=�: (26)

Then singularity analysis [16] is used to achieve the transfer of (26) to coe�cients
leading to estimates of the form (25).
Rather than examining each case separately, we develop here a common strategy

that is adequate for treating all classes discussed in previous sections (in one case, the
argument needs to be mildly amended) and is systematic enough to be amenable to
treatment by a computer algebra system.

Theorem 4. Consider the con�gurations of trees; forests; connected graphs; graphs;
dissections; and partitions. The corresponding counts each satisfy an asymptotic
estimate of the form

fn= 
!n

√
�n3=2

(
1 + O

(
1
n

))
;

where ; ! are algebraic numbers given in Table 4.

The asymptotic counting of graphs was obtained by Domb and Barrett [10] using
Darboux’s method; the asymptotic form of Schr�oder numbers is certainly known to
many and is close to the framework of simple families of trees introduced by Meir
and Moon [28]. The asymptotics of trees and partitions can be directly obtained from
explicit formul� and Stirling’s approximation. The present approach is introduced be-
cause it has the merit of providing a global approach while lending itself naturally to
a perturbation analysis that leads to Gaussian laws, as discussed in the next section.
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Table 5
The constants appearing in the statement of Theorem 5

Class, parameter � (mean) � (variance)

Trees, leaves
4
9

0.444
28
243

0.115

Forests, components
8
37

− 13
37

� +
15
74

�2 0.176
192
1369

+
5
2738

� − 47
2738

�2 0.140

Connected graphs, edges
1
2
+

√
3
2

1.366
1
4

0.250

Graphs, edges
1
2
+

√
2
2

1.207
1
4
+

√
2
8

0.426

Graphs, components
5
7
− 3
7

√
2 0.108

50
2401

+
255
4802

√
2 0.095

Dissections, regions

√
2
2

0.707

√
2
8

0.176

Partitions, blocks
1
2

0.500
1
8

0.125

Note: � denotes the root near 0.121 of the polynomial 4− 32z − 8z2 + 5z3.

Theorem 5. Consider the following parameters: number of leaves in trees; components
in forests; edges in connected graphs; components in graphs; edges in graphs; regions
in dissections; blocks in partitions. The corresponding distributions over objects of
size n each have mean �n and variance �2n that satisfy

�n ∼ �n; �2n ∼ �n;

where �; � are algebraic numbers given in Table 5. The laws are in each case asymp-
totically normal.

Proof. As seen in the proof of Theorem 4, each of the counting GFs f(z) has a
unique dominant singularity � that is of the square-root type, see Eqs. (26) and (29).
This in turn entails, by singularity analysis, that the various types of non-crossing
con�gurations all obey an asymptotic formula of the form (30).
Consider a parameter � like the number of leaves, edges, components, etc, and let

f(z; w) be the corresponding bivariate GF. Our goal is to establish a lifted form of the
singular expansion (29),

f(z; w)= c0(w) + c1(w)
√
1− z=�(w) + O(1− z=�(w)); (38)

uniformly with respect to w for w in a small neighbourhood of 1, and with �(w); c0(w);
c1(w) analytic at w=1. There, �(w) is the dominant singularity (assumed to be
unique) of f(z; w), where w is treated as a parameter. If (38) is granted, then, by
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